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Journal of
Heat Transfer Guest Editorial
Special Issue on Energy Nanotechnology
It is with great pleasure that we present this special issue of the
ournal of Heat Transfer, dedicated to Energy Nanotechnology.
his focus area is the natural convergence of two subjects of

remendous and lasting importance. The ever-growing global de-
and for energy in both developing and industrialized nations is
idely recognized as one of modern society’s greatest challenges.
o have a positive worldwide impact, new energy technologies
ust not only have the potential to be large scale and cost effec-

ive but must also address concerns about national security and
nvironmental issues such as global climate change. As we strive
o improve all aspects of the energy cycle—from primary produc-
ion and extraction to storage, transmission, utilization, and

itigation—our attention naturally turns to nanotechnology be-
ause its additional degrees of freedom offer great potential for
nnovative breakthroughs.

In the heat transfer community, interest in research at nanoscale
ength and time scales has grown steadily over the past two de-
ades, as evidenced, for example, by previous special issues of the
ournal of Heat Transfer in April 2002 and January 2007. Early
anoscale heat transfer research was largely driven by the manu-
acturing and microelectronics industries, and it is only relatively
ecently that major attention has turned to energy applications. At

fundamental level, nanoscale effects can lead to significant
hanges in the ways that energy is stored and transported in nano-
tructures compared to macrostructures. Although the details vary,
hese phenomena are present for all types of energy carriers, in-
luding electrons, phonons, molecules, and photons. Thus, there is
ich potential to exploit nanoscale phenomena in a wide range of
nergy technologies, many of which are described in this special
ssue.

Beginning with energy sources, one paper in this issue presents
model for the photoelectrochemical production of hydrogen at a
roton-exchange membrane. Two contributions describe the syn-
hesis of carbon nanotubes and their hybridization with nanopar-
icles, which may be useful for solar cells, fuel cells, batteries, and
ydrogen storage. A related report describes the enhanced thermal
ournal of Heat Transfer Copyright © 20
conductance of phase change materials loaded with carbon nano-
tubes, with applications in the thermal management of electronics.
Several papers add to the lively discussion about enhanced heat
transfer in nanoparticle colloids, known as “nanofluids,” which
may lead to more efficient heat exchangers in large-scale power
plants. Theoretical and experimental efforts detail conduction,
convection, and boiling in nanofluids and at nanostructured sur-
faces, under both transient and steady-state conditions. Related
papers describe heat transfer through porous media, narrow gaps,
and flow visualization in microchannels, all of which may prove
valuable for optimizing heat exchangers on a smaller scale. Fi-
nally, two papers can be related to energy scavenging �through
nanocomposite thermoelectrics or a waveguide-ballistic device�,
which “closes the loop” by recovering energy from waste heat to
create another energy source.

This special issue is in large part an outcome of the First En-
ergy Nanotechnology International Conference �ENIC�, held at
the Massachusetts Institute of Technology on June 26–28, 2006.
The conference was chaired by one of us �G.C.�, and we would
like to thank the Program Chair, Yang Shao-Horn, and the Orga-
nizing Committee, Arun Majumdar, Samuel Mao, and Ernie
Moniz. Their efforts helped make this first-of-its-kind conference
a success: there were over 100 technical contributions including
talks, tutorials, posters, and panel sessions. This special issue con-
tains papers submitted at ENIC as well as selected additional pa-
pers submitted directly to the journal. All have undergone full peer
review. We hope that you, the reader, will find this issue both
informative and thought provoking.

Chris Dames
University of California, Riverside

Gang Chen
Massachusetts Institute of Technology
APRIL 2008, Vol. 130 / 040301-108 by ASME
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Denitsa Milanova

Ranganathan Kumar
e-mail: rnkumar@mail.ucf.edu

University of Central Florida,
4000 Central Florida Boulevard,

Orlando, FL 32816

Heat Transfer Behavior of Silica
Nanoparticles in Pool Boiling
Experiment
The heat transfer characteristics of silica �SiO2� nanofluids at 0.5 vol % concentration
and particle sizes of 10 nm and 20 nm in pool boiling with a suspended heating
Nichrome wire have been analyzed. The influence of acidity on heat transfer has been
studied. The pH value of the nanosuspensions is important from the point of view that it
determines the stability of the particles and their mutual interactions toward the sus-
pended heated wire. When there is no particle deposition on the wire, the nanofluid
increases critical heat flux (CHF) by about 50% within the uncertainty limits regardless
of pH of the base fluid or particle size. The extent of oxidation on the wire impacts CHF,
and is influenced by the chemical composition of nanofluids in buffer solutions. The
boiling regime is further extended to higher heat flux when there is agglomeration on the
wire. This agglomeration allows high heat transfer through interagglomerate pores, re-
sulting in a nearly threefold increase in burnout heat flux. This deposition occurs for the
charged 10 nm silica particle. The chemical composition, oxidation, and packing of the
particles within the deposition on the wire are shown to be the reasons for the extension
of the boiling regime and the net enhancement of the burnout heat flux.
�DOI: 10.1115/1.2787020�

Keywords: nanofluids, pool boiling, CHF, surface charge
ntroduction
Millimeter- and micron-sized particles in suspension tend to

orm huge agglomerates and settle down quickly, which would
ncrease the pressure drop and deteriorate the heat transfer char-
cteristics of the fluid. However, suspensions of less than 50 nm
ize particles in fluids, called complex or nanofluids, have been
ound to significantly increase the thermal conductivity in single
hase flows at very low concentrations �1–4� and up to threefold
ncrease in maximum heat flux in pool boiling studies �5–7�. Thus,
hese nanofluids have potential applications in electronic cooling,
eactors, and optical systems. The adopted particle-fluid combina-
ions are usually oxide nanoparticles �Al2O3, CuO, SiO2, TiO2,
nd CeO2�, metal nanoparticles �Cu, Au, and Ag�, diamond, and
arbon nanotubes suspended in water, ethylene glycol, ethanol,
nd other oils.

In the presence of nanoparticles, particle-particle and particle-
olecule interactions play a major role in increasing the thermal

onductivity of the nanofluids, which enhances the heat transfer.
wo subsequent studies by Masuda et al. �8� and Lee et al. �9�
how 30% and 15% increases in thermal conductivity, respec-
ively, for Al2O3 nanofluid at 4.3% concentration. The difference
n the results was attributed to the particle size with smaller size
iving more free surface area and higher conductivity. CuO nano-
articles were dispersed �9� in water and ethylene glycol and
howed greater enhancement compared to Al2O3 nanofluid in the
ame base liquids. Experimental data for metallic particles are
imited. Copper particle solution has displayed enhanced conduc-
ivity by 40% in ethylene glycol at 0.3 vol % with a mean diam-
ter of �10 nm �3�.

The discrepancies in the enhancements achieved by different
roups are attributed not only to the particle size and concentra-
ion but also to the particle surface treatment and the presence of

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 11, 2006; final manuscript
eceived March 25, 2007; published online March 17, 2008. Review conducted by

atish G. Kandlikar.

ournal of Heat Transfer Copyright © 20
additives. The preparation of the nanofluids is important from the
point of view of stability and good dispersion. Dry nanopowder
suspended in a base liquid tends to be unstable and settles over a
period of time. The aggregation of nanoparticles and formation of
large agglomerates at low concentrations may lead to sedimenta-
tion and creation of areas with high thermal resistance. To im-
prove stability, the following techniques have been adopted: �1�
change of pH by the addition of acid or base to keep the nano-
particles away from their isoelectric point �IEP�—point of zero
charge, �2� addition of surfactants/dispersants, and �3� treatment
with ultrasonic vibration for better dispersion.

A few possible factors that enhance the thermal conductivity
are discussed in the published literature, including the Brownian
motion of nanoparticles, ordered arrangement of liquid molecules
in the vicinity of nanoparticles, ballistic heat transfer mode in
nanoparticles, and clustering and networking of nanoparticles
�10–13�. Although it was proposed that Brownian motion and col-
lisions of the particles can influence the heat transport, it has been
shown that its effect is minimal �14�. Molecular dynamics simu-
lations propose a formation of an ordered layer �between 1 nm
and 3 nm� at the particle-fluid surface interface with higher ther-
mal conductivity than that of the bulk liquid. Such factors are only
theoretically postulated at this stage and they do not account for
the particle-particle and particle-molecule chemical interactions,
and surface charge by breaking the host molecules.

Vassallo et al. �5� and Milanova and Kumar �6� showed 100%
and 200% enhancements, respectively, in burnout heat flux of
Nichrome wire in silica-water suspension. This tremendous im-
provement in maximum heat flux was partially attributed to the
formation of wire coating and more nucleation sites for bubble
initiation �6�. You et al. �7� used Al2O3 nanofluid to show a three-
fold increase in critical heat flux �CHF�. They found that the av-
erage size of the departing bubbles increases and the bubble fre-
quency decreases for alumina nanofluids.

In the following study, we examine the pool boiling heat trans-
fer characteristics of silica nanoparticles dispersed in water and

quantify their enhanced maximum heat flux. Different pH of the

APRIL 2008, Vol. 130 / 042401-108 by ASME
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olution plays a significant role in the heat transferred. The disso-
iated ions from the suspension and the chemical reactions be-
ween them and the silica particles appear to determine the maxi-

um heat flux. The dispersion characteristics of the fluid were
xperimentally evaluated through the electrostatic potential of
anoparticles, called zeta potential, in order to give insight into
article-particle, particle-liquid, and particle-heating surface inter-
ctions. Thus, the chemical structure and motion within the fluid
re responsible for a higher burnout heat flux. The objective of
his work is to systematically study the effect of the charged silica
SiO2� nanoparticle suspension in boiling conditions in water for
ifferent particle sizes, pH, and particle concentrations.

xperimental Procedure
Heat transfer characteristics of nanosilica in water with varying

cidity and chemical composition are systematically examined in
pool boiling experiment. The pool boiling experimental setup

Fig. 1� consists of a glass cylindrical test section filled with
50 ml of nanofluid. A Nichrome wire serving as a temperature
ensor is horizontally immersed in the pool through tightly at-
ached copper lead wires. The dimensions of the heating element
re 46 mm in length, 0.32 mm in diameter, and 0.558 mm in di-
meter for the lead wires. This particular alloy was chosen for its
rittleness. It also breaks at its melting point �1400°C� without
ny plastic deformation. Melting of the material before failure is

ig. 1 Experimental setup of nanofluid pool boiling
xperiment
ndesirable.

42401-2 / Vol. 130, APRIL 2008
The temperature of the bulk fluid is brought and maintained
initially to nearly 100°C and monitored. When current is passed
through the heating wire, measurements of the potential drop
through the wire at a given current flow are taken. The heat flux
from the wire to the saturated liquid is determined using q
= I2Rw /�DL, where I, Rw, D, and L are current, wire resistance,
wire diameter, and length. In order to achieve steady state, each
data point is recorded 30 s after reaching the desired heat flux.
The wire temperature Tw is determined from the electrical resis-
tance of the uncoated wire available for Nichrome. The �Tw

−Rw� calibration requires a piecewise interpolation due to the
jump in resistance at higher temperatures, as shown in Fig. 2. As
this calibration curve shows, from 20°C up to about 550°C and
again from 800°C and beyond, the curves were fitted piecewise
linearly. Two different linear functions were used, one from
0.656 � to 0.69 �, and another from 0.69 � to 0.71 �. The
double-value region between 0.69 and 0.70 cannot be avoided
since it is an intrinsic property of the Nichrome material near its
CHF. Calibration curves are generated for each experiment since
temperature, Tw, is plotted as a percentage increase in resistance
from the initially recorded resistance. The calibration curve for the
temperature change is given as percent increase in resistance by
the manufacturer �15� for Nichrome wire for the diameter used in
this study. The pool boiling curve is generated by plotting the heat
flux q versus the wall superheat �Tw−Tsat�. The experimental sys-
tem is vented to ensure atmospheric interactions.

Since only the resistance including the lead wires is determined
first, the resistance of the copper lead wires is subtracted from that
of the whole system to obtain the resistance of the Nichrome wire.
The lead wire resistance is not a constant, but increases with cur-
rent, possibly due to the heat dissipated from copper at high heat
fluxes. With increasing power, the heat flux initially increases
slowly, but more rapidly as the wire superheat increases further.
The total uncertainty in heat flux is determined via propagation of
error approach and is calculated to be 5.8% in all the flow re-
gimes. The uncertainty is mainly attributed to variations in wire
length and soldering, which affect the resistance. Since the tem-
perature of the wire is interpolated from available data, the error
in superheat in the saturated boiling regime where resistance var-
ies linearly with wire temperature is 8.4°C. At CHF, where there
is a jump in wire temperature, the uncertainty in temperature is
53°C �3.8–6.3%�. With respect to Fig. 2, typically, majority of the
data fell below 0.69 �, i.e., below CHF. When drastic conditions
on the wire are noticed which are usually associated with the
temperature jump, the high temperature from the upper linear
curve in Fig. 2 is used. The actual deviation of burnout heat flux in
different runs is found to be less than the predicted uncertainty.
The reliability of the data is ensured by repeating each experiment

Fig. 2 Temperature-resistance calibration curve
three times for the same conditions.
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esults and Discussion

Characterization of Nanoparticles. Silicon dioxide nanosus-
ension is a commercial product of Alfa Aesar and is obtained at
5% concentration in water at an initial particle size of 10 nm. A
article size of 20 nm is obtained at 40% concentration in water
y the same vendor. The stabilizing agent for both particle sizes is
odium oxide at 0.83% concentration. Silica nanofluids are diluted
o 0.5 vol %, which lead to slight agglomeration, and the average
article size increased to 18.8 nm from the initial size of 10 nm,
etermined by particle size analysis. In pure de-ionized water,
0 nm silica particles slightly increase to an average size of
2.5 nm. The colloidal stability in the presence of salts and elec-
rolyte is further discussed.

Electric double layers �EDLs� form spontaneously on interfaces
hen colloidal particles are dispersed in a liquid medium depend-

ng on the electrolytic concentration. Charge is generally acquired
y adsorption or desorption of ions. In the case of oxides, there is
loss or gain of protons from the hydroxyl surface groups, which

eads to overall change in the surface charge. The positive or
egative charge is electrostatically compensated with diffusively
istributed counterions �countercharge�. Thus, when there is no
trong electrolyte �acid or base�, a second layer is formed around
wetting surface such as silica particle, and this layer is called the
ydration layer. In water, oxides generally acquire positive charge
t low pH, negative charge at high pH, and zero charge at some
oint. That point is called point of zero charge �PZC�. The real pH
alues used in our experiments for silica are basic �10.2 for 10 nm
articles and 9.2 for 20 nm particles�. The theoretical PZC value
s pH 2 for silica. Zeta potential measurement determines the
tability characteristics of the nanoparticle suspension by measur-
ng the electrophoretic mobility of particles. Theoretically, zeta
otential is computed at the surface of the shear plane, between
he solid and diffuse layers where the fluid velocity is zero due to
o-slip condition. It determines the net charge on the particles.
he measurements are performed with zeta potential analyzer

Nicomp 380/ZLS�, which uses the method of electrophoretic
ight scattering �ELS� to measure the average mobility of the dis-
ersed charged particles subjected to electric field. The zeta po-
ential is obtained by the Smoluchowski equation, which is pre-
erred for high ionic strengths over the one by Huckel used for
ow ionic strengths. Zeta potential values for the diluted nanoso-
utions are −17.5 mV and −22 mV for the 10 nm and 20 nm
anosilica, respectively. These values are adequate because the
H of the suspensions is far removed from their PZC. These
ighly negative potentials indicate the surface charge and ensure
trong electrostatic repulsion barriers and good stability. The ef-
ect of EDLs and pH on pool boiling behavior is discussed below.

Effect of pH in Pure Buffer Solution. Since particle suspen-
ions are stable at different pH solutions depending on the particle
haracteristics, our initial investigation focused on the effect of
H in pure water. Figure 3 is the boiling curve for de-ionized
ater compared with buffer solutions at pH 3, 4, 7, and 10. Acidic
uffer solutions are commonly made from a weak acid and one of
ts salts—often a sodium and/or potassium salt, while basic ones
ontain mostly weak base salts. For all pH, the boiling curve
isplays the well known flow regimes such as natural convection,
ucleate boiling, and CHF before the wire burnout, with some
xceptions as given below. As has been noted in the boiling flow
iterature, as the heat flux is increased, the vapor bubbles form at
he nucleation sites and separate from the surface. When the active
ites on the wire become numerous, bubbles begin to coalesce. As
he heat flux is further raised, vapor generation is so large that the
urface is depleted of liquid. Beyond a limiting heat flux called
HF, a slight increase in power input to the wire causes a large

ise in the wire temperature as shown by the temperature jump.

he few changes caused by pH are noted below.

ournal of Heat Transfer
1. Initially, as the current is passed through the wire, the heat
transfer mode is natural convection. Figure 3 shows that
pure fluids at high pH tend to exhibit prolonged natural con-
vection prior to transition to nucleate boiling.

2. With the exception of buffer pH 7, all solutions display all
the flow regimes including CHF where there is a sudden rise
in wire temperature. In particular, boiling curves for pH 3
and pH 4 are practically the same in all regimes. Due to the
delay in transition to boiling, pH 10 has a steeper slope in
the saturated boiling regime; however, the CHF of
1100 kW /m2 is nearly the same as that of pH 3 and 4,
although higher than that for de-ionized �DI� water. Differ-
ences in the boiling curve between pH 7 buffer and DI water
need further explanation.

3. The difference between the buffer solution and DI water for
pH 7 is in the manner the wire burns out. While the DI water
displays the sudden jump in the temperature at CHF associ-
ated with wire glowing, such a jump is completely absent for
the buffer. Buffers by nature easily recombine their dissoci-
ated ions to their original salts, which results in a decrease of
the overall number density of free ions. This, in turn, could
cause a delay in the sudden increase in wire superheat for
the buffer solution or be absent as in the current case. Thus,
unlike in DI water, in the case of the buffer solution, disso-
ciated positive and negative ions are limited. This can affect
the size of the bubbles around the wire, and restrict wire
glowing or altogether eliminate it for buffer pH 7.

4. The effect of acidic and basic buffer on CHF is analyzed
next. The intensity of the bubbles and vapor formation is
high in the nucleate boiling regime. Since buffer solutions
are weak electrolytes, they are expected to release free ions
at a controlled rate. For pH 3 and 4, the wire starts to glow
at a higher temperature. The glowing of the wire could be
associated with the nature and intensity of the vapor phase.
Depending on whether the solution is acidic or basic, hydro-
gen �H2� or oxygen �O2� gas is possibly formed, respectively
�6�. Acidic solutions are more reactive than the basic ones
because hydrogen molecule is lighter than oxygen molecule
in terms of molecular weight. This may have an influence on
the intensity of the bubble formation. For acidic buffer, for
the same superheat, the heat flux is higher.

Figure 4 represents the pool boiling curves for 10 nm and
20 nm silica nanofluids in pure DI water. The nanofluids were
diluted to 0.5 vol % and no other stabilizers were added. Signifi-
cant differences exist in the burnout characteristics between the
two nanofluid solutions. In silica 10 nm nanofluid, the burnout
heat flux is 2.67 times that of pure DI water. The deposition on the
wire in this case is significant ��0.3 mm� and it is loosely packed,
which could be a direct result of its amorphous structure. The

Fig. 3 Pool boiling for pure buffer solution at different
acidities
saturated boiling regime for this nanofluid extends over two linear
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egments well beyond CHF for pure water. It was observed that
maller bubbles nucleated rapidly and departed at higher fre-
uency from the numerous porous sites compared to the pure
ater case, which could be a possible reason for the extension of

he boiling regime. This, in turn, increases CHF. At about 500°C
uperheat, a sudden rise in resistance �and temperature� takes
lace, associated with glowing of the wire up to about 1000°C.
espite a strong deposition, the jump occurs at approximately the

ame resistance �Fig. 2�, adding credence to the fact that the re-
istance and calibration of the deposited wire did not change sig-
ificantly. This is the CHF regime, which now occurs at a much
igher heat flux of 2600–2700 kW /m2 compared to pure water.
rior to burnout at a heat flux of �4100 kW /m2, the boiling curve
isplays a steep slope again as in pure water. Thus, the porosity
nd thickness can control the vapor formation and burnout heat
ux. Similar phenomenon has been observed �16� for copper
icro-sized particles coated on a plain surface.
In contrast, silica �20 nm� at the same concentration �0.5%�

hows no significant deposition on the wire and the wire breaks at
lower heat flux compared to that for 10 nm, however, still at

.47 times higher CHF compared to DI water �Fig. 4�b��. Heat

ig. 4 Pool boiling for „a… 10 nm silica in pH 10.2 at 0.5 vol %
oncentration and „b… 20 nm silica in pH 9.2 at 0.5 vol %
oncentration
ux increases with superheat in nearly the same manner as for the

42401-4 / Vol. 130, APRIL 2008
10 nm case in the saturated boiling regime until the wire burns out
with no visible glowing. No wire deposition was present for the
20 nm solution.

Effect of pH in Nanofluids. The pH of the nanofluids is im-
portant from the point of view that it determines the charge of the
particles, their motion in the presence of electric field, and mutual
collisions. The lower or higher the pH is, the stronger the surface
potential that can be expected. Hence, we can expect more vigor-
ous motion and collisions between the individual particles. Higher
positive or negative charge of nanoparticles determines the
amount of deposition on the wire and electrodes.

The pH value of the nanoparticles determines not only the par-
ticle movement toward the wire when current is applied but also
their mutual interactions and formation of agglomeration and floc-
culation. In order to delineate the pH effect on maximum heat
flux, the silica nanofluid was mixed with acidic buffer solution.
When silica nanoparticles are added to the pH 3 buffer solution,
alkaline solutions contain hydroxide ions and the buffer solution
removes them in the following manner. The salt, CH3COOH,
present in the acidic buffer solution can combine with the OH−

group to form a water molecule. CH3COOH dissociates into
CH3COO− and H+. Then, the released H+ ions combine with the
OH− ions in the solution. Thus, the excess OH− ions from the
nanosilica solution are neutralized to maintain a constant pH of 3.

For 10 nm and pH 3.7 in the buffer solution, the saturation
regime extends beyond CHF for pure buffer solution at 3.0 �Fig.
5�. Particle aggregation was measured; however, there was no
deposition on the wire, and 10 nm silica in acidic buffer provides
better performance than pure water.

In Fig. 5, a very interesting trend in the natural convection
regime is observed due to the change in pH. Comparing this figure
with Fig. 4�a�, silica nanofluid at its original acidity �higher pH�
exhibits a prolonged natural convection regime. Acidic silica
nanofluid enters the nucleate boiling regime earlier compared to
the basic silica nanofluid, as shown in Figs. 4�a� and 5. Due to the
highly basic nature of nanosilica solution, even with a buffer so-
lution of pH 3, the dilution of the nanosilica solution at a concen-
tration of 0.5% can only be maintained at pH 3.7. The presence of
free ions is substantiated by the inability to maintain the nanofluid
at lower than pH 3.7 even though a buffer solution of pH 3 was
originally used to make the nanofluid. The excess free ions, which
are not neutralized by the buffer solution, may be the reason why

Fig. 5 Pool boiling for 10 nm silica in pH 3.7 buffer at 0.5 vol %
concentration
nucleation begins earlier on the wire.
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Comparing Figs. 4�a� and 5 near burnout, the burnout heat flux
or silica pH 3.7 is lower than for pH 10.2 where silica is stable.
oth exhibit CHF; however, for low pH, the CHF regime is pro-
ounced and occurs at about 300–400°C superheat. As in the
ase of pure water, the sudden jump in temperature in the CHF
egime is usually associated with the glowing of the wire for both
igh and low pH. It is important to note that the CHF is enhanced
or nanofluids over that for pure DI water or buffer solution even
hen they are not maintained at their original acidity. The differ-

nce in the boiling behavior can be attributed to particle charge
nd particle deposition on the wire as discussed later. The range of
uperheat is distinct at CHF for the low pH case, and barely
oticeable for high pH.

The burnout heat flux and the CHF can vary solely because of
he chemical solution the nanoparticles are mixed in. Figure 6
hows the differences in the pool boiling curves between two
ases for very nearly the same pH for 10 nm nanosilica, prepared
ith hydrochloric acid and buffer solution. Acidic buffer solution
as added to silica 10 nm at pH 10.2 to make a solution of pH
.7. In the case of silica+HCl, the burnout heat flux is
400 kW /m2 compared to 2200 kW /m2. To understand the dif-
erences in burnout, it is important to first understand the basic
ifferences in the types of nanosolutions used, and the particle
eta potential associated with particle size.

There are three types of solutions used in this study: �a� lyo-
hilic, �b� lyophobic, and �c� lyophilic+buffer. Lyophilic disper-
ion is one that acquires stability by hydration of the wetting silica
urface. Lyophilic �hydrophilic in the case of an aqueous solution�
ispersions are less sensitive to salt content. These solutions are
ade by merely adding high pH silica particles to DI water. The

urnout heat flux of 4100 kW /m2 obtained in Fig. 4 is for lyo-
hilic dispersion. Second, particles that are electrostatically stabi-
ized by ions �by adding HCl� are termed lyophobic dispersions.
n this case, less coagulation �formation of permanent aggregates�
akes place. The burnout heat flux of 4400 kW /m2 obtained ear-
ier is for lyophobic dispersion. A possible reason for the delayed
urnout in this case is the presence of dissociated ions, which
arry part of the supplied power, diverting them from the wire.
he last type of solution is a lyophilic solution but with salts

buffer�. This electrolytic solution results in significant
oagulation.

In aqueous solution, the ions are separated due to the steric
epulsion barriers of water molecules around them. In DI water,

ig. 6 Pool boiling for 10 nm silica at ÈpH 3 with HCl and
uffer solution
he hydrate shell around the ions is usually thick enough so that

ournal of Heat Transfer
when oppositely charged ions come to close proximity, the forces
due to the kinetic energy is greater than the attractive forces. As a
result, those ions bounce on each other upon collision instead of
recombining and neutralizing �17�. The addition of hydrochloric
acid to the solution ensures the presence of dissociated H+ and Cl−

ions. Those ions as well as the negatively charged silica nanopar-
ticles acquire hydration layers, which prevent chemical interaction
and neutralization when ions approach the particle surface. This is
the reason the solution is lyophobic when HCl is added to the
nanofluid. However, these ions stay near the surface due to elec-
trical attraction and form the so called diffuse double layer. The
overall free ion-nanoparticle system is electrostatically neutral.
The concentration of ions near the surface is high and decreases
with distance. The zeta potential �Fig. 7�a�� for this case is
−0.79 mV, which is representative of the fact that the negatively
charged silica nanoparticles are balanced with counterions, i.e.,
there exists an EDL. The particle size �Fig. 7�b�� is 23.6 nm,
which could be due to surface accumulated ions. Theoretically,
EDLs can extend to tens of nanometers depending on the ionic
concentration. Since silica was brought to pH 2.9, which is close
to its PZC, it is reasonable to expect a zeta potential close to zero.

Wire burnout not only depends on lyophilic and lyophobic so-
lutions but also on the amount of deposition of the particles on the
wire. To understand whether the increase in the heat transfer is
due to the changed morphology of the wire or solely due to the
dispersed nanoparticles, burnout heat flux is plotted in Fig. 8 only
for those cases where there is no or minimal deposition on the
wire. This figure shows that when there is no wire deposition, for
the seven cases ranging in pH in lyophilic or lyophobic or in
buffer for 10 nm and 20 nm particles, the CHF is still increased to
�2200–2300 kW /m2, an increase of about 50%. This near uni-
form increase in CHF regardless of the size and chemical charac-
teristics of the particles is a significant finding.

Figures 7 and 8 represent the zeta potential and particle size,
and burnout heat flux measurements for seven cases. In all these
cases, there was no wire deposition. Five of these cases were
measurements taken in buffer solution; hence, some particle ag-

Fig. 7 „a… Zeta potential versus pH and „b… particle size versus
pH
glomeration was seen. These cases were plotted against increasing

APRIL 2008, Vol. 130 / 042401-5
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H. Two of the cases are provided on the right portion of the
gure, and they represent one lyophilic solution and one lyopho-
ic solution.

The particle size in Fig. 7�b� shows that the 10 nm silica more
han doubled its average size to 22–23 nm �pH 3 and 4 buffer�
ue to aggregation since the potential is low and there is no elec-
rostatic repulsion �buffer solution does not have free ions�. This
ggregation of particles is inferred from the zeta potential mea-
urement ��0 mV� of silica nanoparticles for all the buffer solu-
ions. This result is in concert with the pH value for the PZC. The
ack of particle charge hinders their motion toward the wire and
lectrodes. Therefore, no deposition or significant change of sur-
ace roughness was found on the wire for any of the silica buffer
olutions.

The surface potential of the nanoparticles determines their
ovement toward the electrodes and the wire as current flows

hrough the uncoated NiCr wire, which results in the collapse of
articles on the surface and the formation of coating. In the case
f silica nanofluid with pH 10.2, a large amount of oxide coating
as found on the wire, whereas for pH 9.2 �20 nm� nanofluid,

here is no deposition since oxidation of Nichrome seems to have
een prevented. Although from a materials point of view, the for-
ation of thick deposition and oxidation of the Nichrome material

re detrimental, surface roughness can maintain saturated boiling
t higher heat fluxes. This is a result of trapped vapor in the
avities from which numerous bubbles can grow, since nucleation
ite density is larger for a porous surface compared to a smooth
ne. In the case of pH 9.2 in DI water, there appears to be no
gglomeration as the particle size stays constant at 20 nm �Fig.
�b�� and the zeta potential is high at −18 mV. In both cases of
yophilic and lyophobic solutions, the 20 nm particles are
harged, do not agglomerate, and burn out at about
000–2200 kW /m2. This is in contrast with the 10 nm particles
n DI water at high pH, and in the presence of HCl at low pH,
hich agglomerated to approximately 20–25 nm particles and in-

reased the burnout heat flux almost threefold. When we eliminate
he change in surface roughness and deposition on the wire, the
nhancement in burnout heat flux over DI water is uniformly
0%. Hence, the higher heat fluxes are attributed solely
o the nanoparticles and not to change in wire thickness and

orphology.

onclusions
In pool boiling of nanofluids, silica particles suspended in water

Fig. 8 Burnout heat flux for silica 10 nm and silica 20 nm
o through different interactions with one another and the wire,

42401-6 / Vol. 130, APRIL 2008
and exhibit very different heat transfer behavior due to their crys-
tal structure. Based on the detailed experiments in silica suspen-
sions in the presence of an immersed heated Nichrome wire, the
following conclusions may be drawn.

• Silica particles in lyophilic, lyophobic, and in the buffer
solution enhance the CHF. When there is no deposition on
wire, burnout heat flux is increased by about 50%. This near
uniform increase in CHF regardless of the particle size and
surface morphology is significant.

• A smaller particle size of silica �10 nm� suspended in solu-
tion results in the best CHF performance at high or low pH.
The Nichrome wire encountered the maximum deposition of
silica in the case of 10 nm particle suspension. This suggests
that the porosity due to silica deposition and oxidation of the
Nichrome material is responsible for the greatest increase in
CHF. An enhancement of over 150–200% in burnout heat
flux in 10 nm silica solution is consistent with what has
been measured in the literature by several researchers.
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Carbon Nanotubes, Synthesis,
Growth and Orientation Control in
Opposed Flow Diffusion Flames
The combustion synthesis of carbon nanotubes is reviewed, examining their formation
and control in diffusion flames. Much of the initial work in this area employed coflow
diffusion flames and provided insight into carbon nanotube (CNT) formation. However,
the inherent multidimensional nature of such coflow flames made the critical spatial
location difficult to maintain. Among this early work, our UIC group demonstrated the
superiority of the opposed flow diffusion flame configuration due to its uniform radial
distribution that reduces such flow to a one-dimensional process. While a summary of the
early coflow flame work is presented, the use of the opposed flow diffusion flame will be
the focus of this review. The production of carbon nanostructures in the absence of a
catalyst is discussed together with the range of morphology of nanostructures generated
when a catalyst is employed. The important aspect of control of the growth and orienta-
tion of CNTs and generation of CNT arrays through the use of electric fields is examined
as is the use of anodized aluminum oxide templates. Fruitful areas for further research
such as the functional coating of CNTs with polymers and the application of these op-
posed flow flames to synthesis of other materials are discussed.
�DOI: 10.1115/1.2818751�

Keywords: carbon nanotubes, material combustion synthesis, nanotube growth control
ntroduction
In 1991 �1�, Iijama’s discovery of microtubules of graphitic

arbon and the subsequent discovery of single-walled carbon
anotubes �CNTs� in 1993 has led to intensive worldwide experi-
ental and theoretical efforts devoted to the investigation of their

eneration and applications. CNTs possess unique mechanical and
lectrical properties. Recently, vertically aligned CNT arrays have
eceived much attention due to their potential applications as elec-
rocatalyst supports for use in fuel cells, field emission devices,
nodes in lithium-ion batteries, nanoelectronics, biological probes,
apacitors, etc.

Until the past few years, three techniques were principally em-
loyed to produce CNTs. These are arc discharges �2,3�, pulsed
aser vaporization �PLV� �4�, and chemical vapor deposition
CVD� �5�. All these techniques require the introduction of a cata-
ytic precursor such as cobalt, iron, or nickel for the generation of
anotubes. Arc discharges are a good medium for the production
f both multiwalled carbon nanotubes �MWNTs� and single-
alled carbon nanotubes �SWNTs� and can yield high quantities
f CNTs but with large amounts of undesirable carbonaceous by-
roducts. The growth conditions can be controlled by chamber
ressure and arc current. CVD heats a catalyst material to high
emperatures and a hydrocarbon gas is introduced as a carbon
ource. Growth is controlled by the specific hydrocarbon feed-
tock and the particular catalytic material employed. While CNT
ynthesis has been dominated by CVD, it contains large amounts
f undesirable carbonaceous by-products and requires complex
nd costly purification. PLV processes evaporate a target carbon
omposite that is catalytically doped. Its advantage includes high
uality CNTs and high accuracy in diameter control. Disadvan-
ages include small production rates and the presence of contami-
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nants such as soot and catalytic metals. All of these methods are
subatmospheric processes and have limited abilities for their size
to be scaled upwards.

Since 2001–2002, several investigators have shown that flames
are an alternate good carbon source and can be employed as a
very efficient method for growing multiwalled and single-walled
CNTs. Saito and co-workers �6–8� employed coflow methane-air
and ethylene-air diffusion flames with the introduction of solid
supports for the growth of CNTs. Kennedy’s group used opposed
flow, flat diffusion flames to generate CNTs with and without
catalysts �9,10�. They also demonstrated the effective use of ap-
plied electric fields to control their growth and orientation �11�.
Vander Wal and co-workers �12� employed coflow diffusion
flames using metallocene doped acetylene as fuel to synthesize
SWNTs. They have also produced MWNTs with a metal catalyst
on TiO2 �13� and demonstrated that catalytic particle shape, par-
ticle elemental composition, and fuel type influences the growth
and structure of CNTs and nanofibers �14�. They also report that
CNTs can be synthesized in premixed coflow flames �15,16�.
Height and co-workers �17� reported the synthesis of CNT as a
function of flame position and air-to-fuel ratio. Recently, several
authors have successfully reported the application of electric field
to control the growth of nanotubes in CVD and in plasma
�18–20�. Hurt �21� proposed a three step mechanism for CNT
growth in coflow methane flames: �1� methane is pyrolized in the
preheat zone to yield hydrocarbon species as a carbon source; �2�
catalyst particles form on substrate surface; �3� at appropriate tem-
peratures, catalyst particles absorb the carbon source to produce
CNTs.

There is a strong interest in obtaining arrays of CNTs for a
variety of applications and such arrays of CNTs have been grown
mostly using templates. Typical templates involve aluminum ox-
ide films and mesoporous silicon with catalyst particles embedded
in the micropores. The most widely used methods for growing the
arrays include metal �Fe, Co, and/or Ni� alumina templates in a
microwave plasma, nickel-based layers on glass substrates em-
ploying CVD, coating a glass surface with a nickel using a

plasma-enhanced hot-filament CVD, etc. Arrays of vertically

APRIL 2008, Vol. 130 / 042402-108 by ASME



a
c
n
s
a
m
p
r
c
S
fl
t
a
fl
d
p
g

C
g
T
c
t
t

E

c
j
s
r
c
r
m
F
i

p
fl
p
i
o
n
i
e
j
a
b

of c

0

ligned CNTs have been grown in flames employing a substrate
omposed of a high number of pore arrays in an anodized alumi-
um oxide film wherein cobalt catalytic particle are chemical in-
erted in the pores. This technique yield CNTs in the array with an
verage outer diameter of 35 nm and nanotube lengths of a few
icrons. Unfortunately, the small flame volume in coflow flames

lus strong flame-substrate interactions make the controlling pa-
ameters difficult to delineate. Also, these processes are usually
omplex and composed of time intensive multistep processes.
aito et al. �22� have recently exploited the opposed flow diffusion
ame to provide a larger flame volume, more controlled condi-

ions, and improve sampling to enhance the generation of CNT
rrays. Conversely, the formation of CNT arrays using an opposed
ow diffusion flame together with electric field control techniques
oes not require preformed substrates. Therefore, it is a one step
rocess resulting in a simple and inexpensive method for the
rowth of CNT arrays.

This paper will provide a review of combustion synthesis of
NTs employing opposed flow flames and the control of their
rowth rates and morphology through the use of electric fields.
his paper will also discuss future areas of fruitful research in-
luding functionalizing CNTs through coating with polymers and
he synthesis of nanostructures of noncarbon materials. Most of
his discussion will center on work from our laboratory

xperimental Apparatus
Most early work in the combustion synthesis of CNTs utilized

oflowing diffusion flames as noted in the Introduction. One ma-
or difficulty with such coflowing approaches is the existence of
trong gradients of temperature, species, and velocity in both the
adial and axial directions. An alternative configuration is the
ounterflow diffusion burner, which eliminates the radial gradients
esulting in a quasiuniform, one-dimensional flame that funda-
entally reduces the spatial complexity associated with sampling.
urther, such a configuration is much more susceptible to model-

ng using such standard codes as “OPPDIFF.” �23�
A schematic of such a counterflow burner and associated ex-

erimental setup is shown in Fig. 1. The counterflow diffusion
ame forms from two opposing streams of gases; the fuel is sup-
lied from the top nozzle, and the oxidizer �O2 /N2 mixture� is
ntroduced from the bottom nozzle and permits low strain rate
xyfuel operation at atmospheric pressure. The fuel and oxidizer
ozzles have inside diameters of 52 mm. Coflowing nitrogen is
ntroduced through a cylindrical annular duct around the outer
dge of the oxidizer nozzle, extinguishing the flame near the outer
acket and preventing dissipation into the environment. This cre-
tes a test volume separated from the surroundings with no solid

Fig. 1 Schematic
oundary. The nitrogen annular duct has inner and outer diameters

42402-2 / Vol. 130, APRIL 2008
of 60 mm and 108 mm, respectively. The fuel, oxidizer, and ni-
trogen flows are initially introduced into chambers in the respec-
tive top/bottom sections of the burner. Beds of 3 mm diameter
glass beads are used to distribute the flows uniformly across the
nozzles. Finally, sets of stainless steel screens are used to stabilize
fuel and oxidizer flows directly at the nozzle exits, while a hon-
eycomb plate is used to stabilize the nitrogen flow. The fuel and
oxidizer flows impinge against each other to form a stable stag-
nation plane, with a diffusion flame established from the oxidized
side. Technical purity methane �98%, AGA Gas� was used as a
fuel. Additional experiments were performed with the addition of
8 carbon percent of acetylene to the methane stream. Mixing
flows of oxygen with laboratory dry air controlled the oxygen
content in the oxidizer stream. The flows were metered with elec-
tronic mass flow controllers providing accuracy within 1.5%. For
a more comprehensive discussion of the experimental apparatus,
see Ref. �24�.

Thermophoretic sampling was used to capture particulates from
the flame zone without the presence of a catalyst. The sampler is
mounted on a tilted platform, which minimizes flame exposure of
the grid and permitted the simultaneous sampling from the fuel to
oxidizer sides of the flame. The grid’s residence time inside the
flame was approximately 30 ms. The grids were copper grids with
a thin film of pure carbon deposited on one side. The thickness of
the grid was 30 nm with a diameter of approximately 3 mm. Ad-
ditionally, silicon oxide coated copper grids were utilized to con-
firm the presence of nanotubes on the carbon free coatings.

Synthesis of Nanostructures Without a Catalyst
Results were the first to demonstrate the formation of CNTs in

the absence of a catalysis. Initially a single CNT surrounded by
soot aggregate particles was captured in the flame �Fig. 2�; its
diameter and length are, respectively, approximately 20 and
320 nm. Figure 3 presents a transmission electron microscopy
�TEM� image of captured nanoparticles and nanotubes. Here the
tubes have diameters and lengths of approximately 20 and
120 nm, respectively, and the captured nanoparticles have an ap-
proximate average diameter of 30 nm. Also, it should be noted
that evaluation of the nanotubes and nanopartcles from a large
number of TEM images showed that the distribution of the species
in these samples is essentially bimodal, e.g., numerous small
nanoparticles and lengthy nanotubes but very few intermediate
lengths. This bimodal distribution implies that nanoparticles and
nanotubes probably are derived from the same seeds. If this is
true, then once the nanotube reaches a critical length �several
diameters of the nanoparticles�, it does not close very easily until
there is a large fluctuation in the flame. If the tubes are derived

ounterflow burner
from the same seed as the nanoparticles, it may be able to control

Transactions of the ASME
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heir production. A phenomenological explanation can be made
or the mechanism of CNT formation. Since the CNTs were only
bserved for oxygen enrichment of greater than 50% and from a
egion slightly on the fuel rich side of the narrow diffusion flame,
he nanotubes may be synthesized through a pyrolysis of the hy-
rocarbons resulting from an increase of radicals due to oxygen
nrichment. Temperature also plays a significant role although de-
ineating its influence in the narrow thickness of the reaction zone
ill be a challenge. These experiments demonstrated for the first

ime that CNTs could be formed in counterflow diffusion flames at
tmospheric pressure without the introduction of a catalyst. How-
ver, a threshold oxygen concentration of approximately 52% ap-
ears to be required to synthesize CNTs through the pyrolysis of
ydrocarbons resulting from the increase of radicals in oxygen
nriched flames and opens the possibility that CNTs can be grown

Fig. 2 TEM of single CNT
Fig. 3 TEM of captured nanotubes and nanopartcles

ournal of Heat Transfer
in simple oxyfuel flames without a catalyst. These flames also
exhibit an unusually large concentrations of fullerene �25�.
Samples of condensable material from opposed flow diffusion
flames and oxygen enriched air at atmospheric pressure were col-
lected and analyzed by high-pressure liquid chromatography
�HPLC� to determine the fullerene yield. High-resolution TEM
studies revealed the strong presence of fullerenes. The molar ratio
of C60 and C70 is nearly constant along the flame axis and close to
3. The existence of fullerenes may provide the needed nucleation
sites for CNT formation.

Synthesis of Nanostructures Using Catalysts
To explore the influence of a catalyst on the generation of car-

bon nanostructures, the counterflow burner was modified to per-
mit a 40 mm long catalytic probe to be introduced radially
through the flame-protecting nitrogen gas shield to the yellow
soot-containing region of the flame Fig 4. The central part of the
probe ��25 mm� was used to study the structure of deposited
materials. The 0.64 mm diameter probe was fabricated from Ni-
based alloy with a composition 73%Ni+17%Cu+10%Fe. The
axial position of the probe was controlled by a micron accurate
positioning system.

The initial optical surface scans of the catalyst probe were per-
formed by a scanning electron microscopy �SEM� with a cold
field emission source. The SEM images collected from the loca-
tion �8.5 mm from the fuel nozzle show abundance of tubular
nanostructures grown on the catalytic substrate �Fig. 5�. Most of
the formed nanofibers have inhomogeneous shapes containing fre-
quent bends, kinks, and curved segments. The observed diameters
vary from 20 nm to 100 nm. Some of the filaments are straight
and uniform indicating the presence of regular internal graphitic
structure. High densities of formed nanofibers and CNTs com-
pletely cover the catalyst surface.

The TEM images of characteristic nanostructures are shown in
Figs. 6 and 7. Figure 6 shows carbon nanofibers of tubular struc-
ture with varying diameter and wall thickness. Straight sections of
uniform diameter are clearly observed. Detailed TEM studies of
the multiple tubular fibers reveal the presence of catalytic pearlike
particles on the tip of the growing nanofibers, clearly indicating
their catalyst-aided mechanism of formation. High-resolution
TEM studies show the occurrence of nested carbon layers. Bundle
of CNTs �Fig. 7� is another typical configuration observed. The
CNTs and nanofibers with diameters from 10 nm to 70 nm form a
well-oriented structure with dense tubular packing. Relative sta-
bility of the structure allows us to suggest that it forms by simul-
taneous parallel growth of tightly packed nanotubes. Formation of
well-aligned structures of CNTs were reported by Yuan et al. �6�
in coflow flames. However, significant separation of the tubes was

Fig. 4 Schematic of the experimental setup
observed in Yuan’s experiments.

APRIL 2008, Vol. 130 / 042402-3
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It is generally accepted �26� that the growth of carbon tubules
nd nanofibers occurs by the extrusion of carbon dissolved in a
etallic catalyst particle and/or an active catalytic site on the
etal surface. The carbon constantly precipitates on one side of

he particle resulting in a carbon over saturation and diffusion
hrough the particle. As a result, graphene sheets are deposited on
he other side of the particle forming a tubule with a diameter
lose to the particle size. The distinction between “tip growth” and
base growth” mechanisms does not appear to be essential; the
ominant mechanism is often defined by the transport of the car-
on to the active catalytic site. Puri �27� has developed a model to
stimate the precipitation rates of carbon in the growth of CNTs.

The particle geometry and precipitation rate of the carbon on its
urface are the main factors controlling the shape and growth rate
f produced nanomaterials. In fact, a number of experiments have
emonstrated that active particles can be produced by initial dis-
olving of the carbon in the surface layer of the metal catalyst and

ig. 5 SEM image showing the catalyst substrate covered with
igh-density layer of carbon nanofibers and CNTs
ig. 6 TEM image of CNTs transferred to the microscope grid

42402-4 / Vol. 130, APRIL 2008
subsequent extraction of the particle with predetermined size and
geometry. Similarly, particles often change size and geometry dur-
ing the growth adjusting to the process parameters.

Samples collected closer to the flame front depict structural
changes of the formed nanotubular material. SEM images illus-
trate that spiral coil morphology in this region of the flame. Here
the temperature is approximately 950°C. The high concentration
of helically coiled carbon nanofibers in carbon lattice is hindered
by the essentially three-dimensional form of the studied object
�Fig. 8�.

Carbon microcoils have also been observed and obtained in
CVD experiments. These CVD process studied catalyzed pyroly-
sis of acetylene as reported by several researches �28,29�. These
unique morphology structures are expected to have numerous ap-
plications including microsensors, nanomechanical devices, and
advanced composite materials. The regularly shaped nanotubular
coils are expected to provide excellent properties, combining
those of CNTs and solid carbon coils �30,31�. The mechanism of
nanotubular coil formation, proposed by the authors, is based on

Fig. 7 TEM micrograph of well-aligned MWNT
Fig. 8 SEM image of regularly coiled spiral carbon nanofiber

Transactions of the ASME
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he variation of carbon deposition rates from adjacent planes of
atalytic nanocrystal particles. More general consideration quali-
atively describes formation of spiral and helical nanotubes by
ariation of deposition rates and hence, extrusion velocities along
he contact curve between the active catalytic particle and the
lready formed tube. Detailed consideration shows that this can
roduce a spiral-shaped tube in the case of a circular contact area
nd a helix-shaped tube in the case of an elliptical contact area. It
s possible to suggest that sharp gradients of temperature and
hemical species in the vicinity of the flame zone induce sensible
ariations of carbon deposition rates providing the condition for
he growth of helical structures.

Another distinctive coiled carbon structure revealed by TEM
nalysis is shown in Fig. 9. These structures are found to be
resent closer to the fuel nozzle ��8 mm from the fuel nozzle at
550°C�. The nanofiber has a distinctive ribbonlike appearance.
he rectangular cross section, measured from TEM images, nor-
ally exhibit a height of 300 nm and a thickness of 100 nm.

nfrequently, an aspect ratio of 5:1 was also observed. Large car-
on deposits can be observed in the background. This image also
epicts several similar structures appearing like unwound ribbon
olls, suggesting that formation of these structures occurs by cir-
ular growth of the carbon fiber. It was reported previously �32�
hat growth of this rarely observed ribbonlike filaments could be
atalyzed by small iron-containing particles in an atmosphere con-
aining CO at 650–700°C. The numerical simulations performed
ith the model developed by Beltrame et al. �33� shows that the
iven flame location are indeed characterized by temperature
lose to 700°C and the presence of carbon monoxide. Previous
tudies revealed that stacking of carbon layers in similar objects is
ot only very ordered but also aligned perpendicular to the ribbon
urface providing numerous edges of graphite layers useful for
evelopment of catalysts and adsorbents.

In another low temperature region of the flame, long
�0.2 mm� regular carbon nanofibers with diameters from
0 nm to 200 nm were observed �Fig. 10�. Relatively low concen-
ration of other carbon deposits can be seen in the background.
igher magnification reveals smooth uniform fiber surface with
ractically constant diameter. The characteristic length of the fiber
uggests relatively high growth rates. High-resolution TEM im-
ges of these objects �Fig. 11� depict a texture of well-oriented
oncentric graphitic cylinders with average interplanar spacing
lose to 0.34 nm. The small hollow core inside the fiber is sur-
ounded by large numbers ��100� of axiparallel layers. The
omewhat similar structured carbon nanofibers, recently reported

ig. 9 TEM image of coiled carbon nanofiber. The nanofiber
as rectangular cross section with height of 300 nm and thick-
ess of 100 nm.
y Endo et al. �34� were obtained by the pyrolysis of benzene/

ournal of Heat Transfer
ferrocene feedstock in CVD experiments. Albeit the characteristic
diameters of the obtained nanofibers are relatively large, their in-
ternal structure is very similar to the structure of CNTs.

Even though all current experiments were conducted with fixed
flame parameters and by applying only a single catalyst material,
the synthesized forms of carbon nanomaterials change dramati-
cally. A change in flame position induces significant variations in
macromorphology and in the microstructure of the carbon nano-
materials formed. The modification of growth conditions is di-
rectly related to the variation of the flame environment pertinent
to the specific flame location and temperature. Temperature, radi-
cal, and hydrocarbon concentrations are strong functions of axial
position in the flame. The presence of specific hydrocarbons and

Fig. 10 SEM image of long „È0.2 mm… uniform diameter tubu-
lar carbon nanofiber

Fig. 11 High-resolution TEM image of the wall of the long uni-
form diameter tubular carbon nanofiber uniform-diameter car-
bon nanofiber shown in Fig. 10. Regular structure and orienta-

tion of the carbon layers parallel to the fiber axis is observed.

APRIL 2008, Vol. 130 / 042402-5
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adical species at a given local temperature condition alters the
rowth mechanism leading to the selective production of various
orms of nanostructures.

The variety of the observed nanoforms leads to the conclusion
hat flames are a very powerful and highly selective tool for gen-
ration of carbon structures with varying morphology and struc-
ure. The optimal conditions for production of distinctive nanoma-
erials of interest include optimization of both catalyst and flame
arameters. However, the obtained results suggest that even for a
iven catalytic substrate, a specific nanomorphology can be effec-
ively grown by tailoring the flame environment and/or selective
ampling in specific regions of the flame.

lectric Field Control of Nanostructure Growth
nd Alignment
If compared with CVD and plasma methods, a typical flame is
reacting medium characterized by strong thermal and chemical

onuniformities. It is not surprising that a number of flame studies
how a high morphological and growth rate sensitivity of formed
arbon nanomaterials to the flame location. For this reason, the
pposed flow diffusion flame is superior to the coflow flame since
he former is essentially a 1D process. Regardless an efficient
ontrol method is required to improve uniformity and productivity
f flame based synthesis, utilization of electromagnetic fields as a
ethod of control is one of the promising approaches. The electric
eld control was successfully tested in CVD and plasma synthesis
tudies. The first use of electric fields applied to control the
rowth of CNTs in flames was reported in Ref. �11� wherein the
arbon nanostructures formed on a catalytic probe were compara-
ively analyzed for various probe potentials.

The counterflow burner and 40 mm long catalytic probe in Fig.
was modified to establish a radial electric field. To generate

adial electric fields on the probe surface, the probe was supported
n Teflon® isolators while the burner nozzles were kept at ground
otential thus generating a floating potential. In general, this con-
guration allows the generation of a variety of electric fields to
ontrol the probe potential with the external electric source. Due
o the small size of the probe relative to size of the burner nozzles,
he electric field around the probe can be well approximated as
adial. Experiments were conducted with a residence time of
0 min with the probe grounded or at various potentials With a
rounded catalytic probe, carbon nanostructures similar to those
iscussed in the previous section were found. With various float-
ng potentials applied, a significant change occurred. Instead of

ultiple morphologies, only aligned multiwall CNTs were
ormed.

Variation of structure and morphology of formed carbon nano-
aterials is directly attributed to the strong variation of tempera-

ure and chemical composition in the studied flame region. The
istributions of several major hydrocarbons �CH4, C2H2, CO, and
6H6� that can contribute to the growth of carbon deposits are

hown in Fig. 12 along with the temperature profile �33�. All
omponents vary significantly in the flame region of interest.

Thus, concentration of CH4 and C2H2 diminishes below
00 ppm for Z�10.5 mm; the concentration of CO grows with Z
eaching its maximum at this point; C6H6 is present in essential
uantities only from 8 nm to 10 mm, maximizing at 9.5 mm �T
890°C�. The catalytic probe was inserted at the axial flame

osition of Z=8.5 mm �T�740°C� with a probe potential
300 mV. The produced carbon deposits were analyzed with
EM �Figs. 13 and 14�. Figure 13 shows that controlled electric
eld growth generates a coat of vertically aligned CNTs
VACNTs�.

Low magnification image shows that a layer of VACNT, uni-
ormly coat the catalytic substrate. The generated nanotubes are
haracterized by high purity and alignment, as shown in Fig. 14.
he absence of alternative nanomorphology observed without the

field should be noted as well as the absence of soot. For this

42402-6 / Vol. 130, APRIL 2008
axial position, hundreds of nanotube diameters were measured.
The results for these multiwalled nanotubes show a very narrow
diameter distribution with a mean diameter close to 38 nm. Analy-
sis of SEM images on the synthesized carbon materials on
grounded and applied E field catalytic substrates suggests that
nanotube growth is greatly enhanced when the electric field is
present compared with the case when the probe is grounded and
produces only VACNTs. Other interesting aspects, displayed in
Figs. 13 and 14, include not only the presence of VACNTs but
also the absence of contaminants such as soot or other nontubular
carbon structures that are often present in the flame synthesis of
CNTS. It should be noted that the samples analyzed in this study
were never purified by any kind of chemical and/or physical treat-
ment. With electric field stabilization, position in the flame re-
mains the important factor in controlling the thickness of the coat
layer of multiwalled nanotubes formed under a floating point po-
tential.

Fig. 12 Temperature and major chemical species in opposed
flow oxy-flame as a function of the distance from the fuel
nozzle „Z…, data of numerical model †24‡

Fig. 13 SEM image of orderly VACNT layer covering the probe
surface; floating potential mode, Z=8.5 mm, TÈ740C. The layer

is partially removed revealing the bare catalytic surface.

Transactions of the ASME
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Figures 15 and 16 show the variation of nanotube formation
long the burner axis. Figure 15 is a low resolution SEM image of
he catalytic substrate inserted in the floating potential mode
FPM� at the axial distance of Z=9.5 mm �T�890°C�. The well
efined layer formed here shows highly ordered CNT arrays, simi-
ar to those found in the previous position. The application of
igh-resolution imaging in Fig. 15 reveals a highly dense bundle
f nanotubes attached to the tips of the undisturbed nanotube
ayer, as shown in Fig. 16. High-resolution imaging and an energy
ispersive x-ray �EDX� elemental spectrum analysis shows that
hese nanotube bundles are free of contaminants as well. It is
vident by comparing micrographs obtained at the axial position
f Z=8.5 mm to those obtained at Z=9.5 mm that the thickness of
he coating layer decreased when the substrate is inserted further
own from the edge of the fuel nozzle. Several SEM images were

ig. 14 High-resolution SEM of the wall edge of the layer
hown in Fig. 4 displays nanotube purity and alignment

ig. 15 Low resolution SEM image shows the catalyst sub-
trate coated with a layer of carbon nanotubes „FPM… Z

9.5 mm.

ournal of Heat Transfer
examined from various locations on the probe surface; an average
layer thickness of 9 �m was measured for this flame location.
Another interesting aspect of these nanotube layers is the strong
van der Waals body attraction force existing between the tubes in
the self-formed macrobundles �25�. This aspect is unique since it
greatly simplifies their harvesting, e.g., micron size arrays of
VACNTs can be easily removed.

Figure 17 represents SEM images of arrays of orderly and high
purity nanotubes scanned at top, center, and bottom of the probe
surface, respectively. For all probe locations considered for micro-
scopic analysis, arrays of nanotubes covered the probe with ori-
entation perpendicular to the probe surface. By inspection of Fig.
18, it is evident that most of the formed material remains attached
to the surface. Higher resolution SEM on the walls of this material
showed that the bulk material is composed of arrays of nanotubes.
The separated material always tends to remains packed like

Fig. 16 Higher resolution SEM of a micro area in Fig. 6. The
CNT bundle mechanically removed from catalytic surface is re-
attached to the top of the originally uniform VACNT layer.

Fig. 17 Low- and high-resolution „inserts… SEM images of
scanned probe surface coating layer, showing uniformity of

VACNT

APRIL 2008, Vol. 130 / 042402-7
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undles of hay and always maintains its original length. In the
pper right corner of Fig. 17�b�, a bundle of highly dense nano-
ubes is observed. This bundle has a cylindrical shape and a length
f approximately 40 �m, which coincide with the length of nano-
ubes in the attached VACNT layer. The material remains packed
ue to the strong van der Waals forces that exist between the tubes
n the bundles. The same sample probe was then rotated 180 deg
or further SEM scanning and again, layers of nanotubes were
resent covering the catalytic substrate surface.

From a number of micrographs, the average diameter of the
ylindrical multishells was measured, a monodisperse diameter
istribution averaging 38 nm was obtained. The application of
igh-resolution TEM imaging on these CNTs reveals a texture of
ell-aligned and highly graphitized concentric graphitic cylinders.
he average interplanar distance of the concentric cylindrical
raphene sheets was measured to be 0.34 nm. The layer planes
ppear to be perfectly parallel to the central tube axis.

The experimental results show the strong influence of the elec-
ric field on alignment, size distribution, internal structure, and
rowth rate of carbon nanotubes. The mechanism of alignment is
idely discussed in the literature �35�. As an example, employing
plasma discharge, Merkulov et al. �36� successfully demon-

trated that the direction of the electric field lines determines the
rientation of the carbon nanotubes and nanofibers; electric field
lignment of single-walled nanotubes was considered by Zhang et
l. �37�.

Overall, the electric fields near the tips of growing nanotubes
an be extremely high. Even applied potentials as small as few
ens of millivolts can develop an electric field exceeding
000 V /cm at the characteristic nanotube diameter. The experi-
entally measured field enhancement factors are reaching 800 for
ultiwalled nanotubes �37� and 3000 for single-walled nanotubes

38�. The enhancement of the electric field at the tip of closed
onducting nanotube was calculated by Maiti et al. �39�; the re-
ulting force estimated from the axial stress is in good agreement
ith Taylor’s solution for long rods in an E field.
The important aspect of the aligned growth is that the constant

rientation of catalytic particles at the tips of the growing nano-
ubes is preserved by the electric field. The nonsymmetric cata-
ytic particle is polarized in the electric field, and the induced
ipole moment tends to be aligned along the electric field lines.
he formation of helical and spiral nanotubes requires variation of

he particle orientation. As a result, the constant orientation of the
atalytic particle stabilizes the linear CNT structures. Finally, the
lectric field can influence the transport of charged particles in
ames that include ions and charged soot particles. In this way,
oot entrapment in the growing layer can be controlled by the

Fig. 18 Coating of the flame generated CNT: „a… not treated
channels; „c… polystyrene coating
lectric field.

42402-8 / Vol. 130, APRIL 2008
As an alternate approach, Saito et al. �22� recently employed
the opposed flow flame configuration together with anodized alu-
minum oxide �AAO� templates to generate aligned CNTs. The
CNT diameters generated were the same as the pores and the
CNTs’ growth stopped at the AAO surface, which would yield the
same lengths for all the CNTs. These CNTs were extracted from
the template with a sonication treatment. They also varied the
strain rate and their results suggest that its effect was through the
carbon source available to diffuse across the stagnation surface
rather than the residence time. They also showed that there is a
common temperature region �1023–1073 K� for both CVD and
their process for synthesizing CNTs. This was the temperature
region that also existed in the MWNT synthesis employing elec-
tric field control.

Future Areas of Research

Functionalization of Carbon Nanotubes. Once CNTs’
growth, orientation, and properties can be controlled, the focus of
research efforts is shifted from synthesis to the processing of
CNTs for functionalization. This often involves coating and/or
filling of the CNTs. While the coating of the outer surface of
CNTs can be performed in aqueous and other organic solvents, the
inner surface modifications and deposit are challenging. Reported
CNT coating methods include coating of single- and multiwalled
nanotubes with SiO2, polymers, proteins, metals, and metal oxides
�40–43�. The development of polymer coating of carbon nano-
tubes is very desirable due to their potential application in com-
posites and electronic devices. A variety of methods are developed
for production of CNT composites in epoxy and SiO2 matrices
�44,45�. One promising approach employs the use of supercritical
fluids. Various polymers can be dissolved in supercritical CO2. If
the supercritical CO2 medium contains CNTs, a change in tem-
perature or pressure can result in specific polymers precipitating
out of the supercritical state and onto the surface of the CNT.
Early experiments coated individual MWNTs using this process.
Preliminary results showed the following.

Different synthesis methods employed for preparation of pris-
tine CNTs had important influences on the coating quality. The
flame synthesized nanotubes had bamboo shapes and closed tips.
Due to the low reaction temperature of 40°C, it is difficult to
expect the penetration of supercritical CO2 and monomer mix-
tures through the CNT walls. Indeed, inside nanotube cavities
were found to be free of any material. However, as shown in Fig.
18, very good and uniform coating was achieved. The thickness of
the coating was approximately 11 nm. After encapsulation and
single coating of the CNT, they were further processed to obtain a

Ts; „b… CNT coated with polystyrene-fluid bubbles in inner
CN
second polymer coating. A grid with the previously polystryrene

Transactions of the ASME
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oated and encapsulated nanotubes was placed in solution of acry-
onitrile and BPO and a second coating layer was achieved �Fig.
9�. The polyacrylonitrile layer was uniform and had a thickness
f 5 nm, which was attributed to the different solubilities of sty-
ene and acrylonitrile in CO2. In order to ensure a solution, the

Fig. 19 Double coating of CNT

ig. 20 Representative SEM images collected on the surface
f a Mo probe inserted at the flame height of 12 mm for 2 min:
a… A low resolution SEM image collected on the Mo surface, „b…
igher-resolution imaging analysis shows the presence of rect-
ngular „1…, square „2…, and circular fiberlike structures „3,4… „c…
ome tips of the circular and rectangular structures are open
howing the inner hollow cavities.

Fig. 21 Representative SEM images collected on a Mo prob
2 min: „a… SEM image shows the presence of channellike struc
appear to be completely hollow, and their corners are well defi
by arrows; „b… High-resolution TEM image exhibiting the latt

distance of 0.36 nm corresponding to 0 �111p plane of a monoclin

ournal of Heat Transfer
difference of the solubility parameters of two substances should
approach zero. The solubility parameter of CO2 at 223 K is 8.9
compared to the solubility parameters of acrylonitrile and styrene
at 298 K of 10.5 and 9.3, respecively. This means that styrene is
much more soluble in CO2 compared to acrylonitrile. This is ex-
pected to be a fruitful area of future study.

Other Nanomaterials. Flames have been also successfully em-
ployed for growth of a variety of other nanomaterials such as
carbides and oxides of various metals �46,47�. In recent years,
much effort has been devoted to the study of molybdenum oxides
and related materials. It has been shown that molybdenum oxides
possess unique catalytic and electronic properties and have poten-
tial applications in chemical synthesis, petroleum refining, record-
ing media, and sensors �48–51�.

Figure 20 represents SEM images collected at different resolu-
tions on the surface of a 1 mm diameter molybdenum probe ex-
posed to the flame at a height of Z=12.0 mm �wire temperature
�1200°C� for a period of 2 min �52�. At this particular flame
position, the whiskers of rectangular and square cross section are
observed along with the circular ones �Fig. 20�. The tips of rect-
angular structures exhibit small depressions of regular shape sug-
gesting their crystalline structure. The tips of the circular whiskers
have a dome-capped shape suggesting the presence of liquid mat-
ter during the synthesis �Fig. 20�b��. In several areas, SEM analy-
sis also revealed that some rectangular and circular whiskers have
open tips �Fig. 20�c�� exhibiting their hollow structure. Character-
istic sizes of rectangular and circular objects were determined
from several SEM images. The rectangular structures have side
dimensions ranging from 0.5 �m to 4 �m. The circular structures
appear to be much smaller; their diameters are less than 1 �m
with the average diameter close to 0.33 �m. Some of the circular
whiskers have characteristic nanoscale dimensions. The domi-
nance of circular geometry at submicron and nanoscale range
could be related to the small relative surface area and, hence,
reduced surface energy. The tip structure also supports the vapor-
liquid-solid growth mechanism. Under the influence of the surface
tension, a liquid droplet formed on the tip of the growing whisker
acquires a semispherical shape that influences the formation of
cylindrical whisker body.

The repositioning of the 1 mm probe to the flame height of Z
=11.0 mm �wire temperature �1150°C� led to the essential varia-
tion of the synthesized material structures. As in the previous case,
the probe was exposed to the flame for a period of 2 min. Per-
formed SEM analysis revealed that the surface of the probe is
covered with densely packed micron-size structures that have

nserted at the flame height of 11.0 mm for sampling time of
es with rectangular and square morphologies, the structures
, with lengths slightly longer at one of the corners, as shown
structure on the edge of the channel with measured lattice
e i
tur
ned
ice
ic MoO2; „c… EDX of elemental spectrum acquired using SEM.
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hape of hollow rectangular channels �Fig. 21�a��. It is observed
hat the slender, prismatic, four face structures are completely hol-
ow, and the inside cavities are very large and devoid of other

aterials. The unique morphology with large cavities, nanosized
alls, sharp edges, and high specific surface gives the structure a

ignificant importance, for example, in medical applications. The
arge cavities can also be useful for a variety of applications in-
luding storage of liquids or nanoparticles, material reinforce-
ents, or as a significant component in the fabrication of micro-

lectromechamical system �MEMS� devices, etc.

ummary
This review examined combustion synthesis processes useful

or the generation of carbon nanostructures. Results obtained us-
ng of coflow diffusion flames are summarized. The inherent ad-
antages of alternately employing an opposed flow diffusion
ame, which includes their one dimensionality and greater flame
olume, are discussed. Employing oxygen enriched air in such
pposed flow flames, it was found that for the first time that car-
on nanotubes and carbon nanoparticles could be synthesized
ithout the use of a catalyst when the oxygen enhancement ex-

eeded 52%. When a catalyst was employed, multiple nanostruc-
ures �tubes, spirals, ribbons, fibers� were generated in different
emperature regions of this flame process. It suggests that a single
uch flame could be exploited to yield different carbon nanomor-
hologies by simply harvesting from different regions of this op-
osed flow diffusion flame.

The application of E fields on the opposed flow diffusion flame
ead to a preferred single morphology, CNTs allowing control of
heir orientation and growth rates. Such E-field application also
ead to the generation of vertically aligned arrays of CNTs in a
imple direct manner without the need for templates. A discussion
f the used of AAO templates in these types of flames is also
resented together suggestion for areas of future work.
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Latent Heat Fluxes Through Soft
Materials With Microtruss
Architectures
Microscale truss architectures provide high mechanical strength, light weight, and open
porosity in polymer sheets. Liquid evaporation and transport of the resulting vapor
through truss voids cool nearby surfaces. Thus, microtruss materials can simultaneously
prevent mechanical and thermal damage. Assessment of promise requires quantitative
understanding of vapor transport through microtruss pores for realistic heat loads and
latent heat carriers. Pore size may complicate exegesis owing to vapor rarefaction or
surface interactions. This paper quantifies the nonboiling evaporative cooling of a flat
surface by water vapor transport through two different hydrophobic polymer membranes,
112–119 �m (or 113–123 �m) thick, with microtruss-like architectures, i.e., straight-
through pores of average diameter of 1.0–1.4 �m (or 12.6–14.2 �m) and average over-
all porosity of 7.6% (or 9.9%). The surface, heated at 1350�20 Wt /m2 to mimic human
thermal load in a desert (daytime solar plus metabolic), was the bottom of a 3.1 cm
inside diameter, 24.9 cm3 cylindrical aluminum chamber capped by the membrane.
Steady-state rates of water vapor transport through the membrane pores to ambient were
measured by continuously weighing the evaporation chamber. The water vapor concen-
tration at the membrane exit was maintained near zero by a cross flow of dry nitrogen
�velocity=2.8 m /s�. Each truss material enabled 13–14°C evaporative cooling of the
surface, roughly 40% of the maximum evaporative cooling attainable, i.e., with an un-
capped chamber. Intrinsic pore diffusion coefficients for dilute water vapor
��10.4 mole % � in air (P total �112,000 Pa) were deduced from the measured vapor
fluxes by mathematically disaggregating the substantial mass transfer resistances of the
boundary layers ��50% � and correcting for radial variations in upstream water vapor
concentration. The diffusion coefficients for the 1.0–1.4 �m pores (Knudsen number
�0.1) agree with literature for the water vapor-air mutual diffusion coefficient to within
�20%, but for the nominally 12.6–14.2 �m pores (Kn �0.01), the diffusion coefficient
values were smaller, possibly because considerable pore area resides in noncircular, i.e.,
narrow, wedge-shaped cross sections that impede diffusion owing to enhanced rarefac-
tion. The present data, parameters, and mathematical models support the design and
analysis of microtruss materials for thermal or simultaneous thermal-and-mechanical
protection of microelectromechanical systems, nanoscale components, humans, and other
macrosystems. �DOI: 10.1115/1.2818760�

Keywords: microtruss, architecture, latent, heat transfer, mass transfer, pore, diffusion,
MEMS, nanotechnology, membrane, polymers, soft materials, evaporation, nonboiling,
evaporative cooling, phase change, surface, interface, thermal management, systems
integration
ntroduction

Microtrusses, also known as microframes �1�, are polymeric
heetlike structures whose ordered networks of micro- to nanos-
ale rods, struts, cells, and channels mimic the high strength-to-
eight ratio of macroscale trusses used in the construction of
ridges, towers, and buildings. Microtrusses provide light weight,
igh porosity, and extraordinary absorption of mechanical energy
ithout rupture in a single material �2�. Moreover, microtrusses

an manipulate heat transmission by modifying the transport of
atent heat-carrying vapors. Thus, microtruss architectures have
he potential to simultaneously protect humans and inanimate ob-
ects from mechanical and thermal damage. Assessment of viabil-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 31, 2006; final manuscript received
une 20, 2007; published online March 17, 2008. Review conducted by Gang Chen.
aper presented at the ASME 2006 Energy Nanotechnology International Conference

ENIC2006�, Boston, MA, June 26–28, 2006.

ournal of Heat Transfer Copyright © 20
ity requires that vapor transport within truss pores and the result-
ing latent heat transmission be quantified for practical thermal
loads and latent heat carriers, and be compared with thermal con-
duction across the truss. There is also a need to determine if
smaller pore widths affect vapor transport owing to vapor rarefac-
tion or surface interactions �3–5�.

Mass transfer through porous structures has been studied ow-
ing, inter alia, to diverse practical applications �6�, e.g., catalytic
reaction engineering �7�, textile comfort �8�, fluid permeation of
concrete �9�, sintered metals and packed beds �10�, and separation
processes, such as desalination �11� and gas purification �12–14�.
Selected examples include measurements of rates of water evapo-
ration into air-filled pores of glass fiber and Teflon™ membranes
separating saline and fresh water �11� and studies of drying and
cooling with cotton �15�. Johnson et al. �16� studied the potential
of polypropylene membranes with 30–100 nm pores to act as
multifunctional protective barriers, i.e., to filter bacteria from wa-
ter and then cool indoor air by evaporating the resulting decon-

taminated liquid. Gibson et al. �17� studied transport in porous

APRIL 2008, Vol. 130 / 042403-108 by ASME
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embranes fabricated from electrospun nylon 6,6 nanofibers to
ntegrate hazardous substance protection with improved human
hermal comfort by evaporation of sweat.

Complications may arise if length scales in a porous medium,
.g., pore width, are comparable to or less than the mean free path,
e Broglie wavelength, etc. �18�. Physical transport of molecules
ay be impacted by fluid rarefaction �3,5,19,20�, surface curva-

ure �4,21�, wetting �4�, fluctuations in species concentration at
nterfaces �22�, or surface topography, as seen in superheat re-
uirements for boiling �23,24�. Such effects must be understood
ecause they can give rise to heat and mass transfer behaviors
ramatically different from those of macrosystems �18,25�. For
xample, unprecedented increases in flux densities of liquids and
ases through channels with nanoscale widths have been mea-
ured �26,27�. The ability to sculpt and image highly reproducible
icron and nanometer scale geometric features in hard and soft
aterials opens new opportunities for experiments to study effects

f tiny length scales on heat and mass transfer in well-defined
icro- and nanomedia. Progress in the theoretical understanding

f heat transfer �18� and mass transfer �7,18,25,28� in condensed
hase and micro-nanoscale flow systems over the last two decades
acilitates interpretation of the resulting observations.

The above and other prior studies are valuable contributions but
o not duplicate the present study of nonboiling latent heat trans-
ission through soft materials with well-defined microtruss archi-

ectures. In particular, this paper quantifies water vapor transport
ates through the pores of two different hydrophobic polymeric
embranes with microtruss features and the resulting evaporative

ooling of a nearby flat surface, heated at a flux density represen-
ative of the metabolic plus daytime desert solar load on a human.
eat balances close to within �12% and thermal conduction

cross each microtruss were measured. To facilitate engineering
esign, an intrinsic �apparatus-independent� coefficient for pore
iffusion of latent heat carrier was deduced for each microtruss
imulant.

haracterization of Microtruss Simulants and Other
arrier Materials
Zero-porosity latex was the negative control barrier material.

acking actual microtrusses �29� of sufficient facial area, we stud-
ed two microtruss stand-ins prepared by the DuPont Company
sing DuPont proprietary technology: 112–119 �m �or
13–123 �m� thick Nucrel® �or Hytrel®� hydrophobic mem-
ranes with straight-through pores of equivalent average diameter
f 1.0–1.4 �m �or 12.6–14.2 �m� and average overall porosity
f 7.6% �or 9.9%�. Nucrel® is a random copolymer of ethylene
nd methacrylic acid �12 wt % �. Hytrel® is a random polyether-
ster copolymer formed by the condensation of terephthalic acid,
etramethylene glycol, and polytetramethylene glycol. Pore diam-
ters and total porosity �Table 1� were determined by image analy-
is using an open source software �IMAGEJ from NIH� of 400–500
canning electron micrographs �SEMs� �Fig. 1�. Each microtruss
as cleaned before every imaging �or evaporation� run by flush-

Table 1 Operating parameters and structural
in measurements of latent heat transmission

Overlay
Porosity

�%�

Av. pore
diameter

��m�
Thicknes

��m�

Nucrel®, Sample A 7.6�2.5 1.0�0.2 112�3
Nucrel®, Sample B 7.5�3.3 1.4�0.2 119�4
Hytrel®, Sample A 11.2�3.1 14.2�1.6 113�3
Hytrel®, Sample B 8.6�2.7 12.6�1.5 123�3
Nonporous latex 0 N/A 141�3
No Membrane 100 N/A N/A
ng each face for 30 s with clean, dry nitrogen gas. Each specimen

42403-2 / Vol. 130, APRIL 2008
was divided into a grid of �500 equally spaced nodes. The
squares thus defined were systematically examined by tracking
left to right and then right to left along adjoining rows. By exam-
ining different numbers of randomly selected images, it was
shown that 400 micrographs is at least four times the number
required to obtain repeatable, statistically significant values for
pore diameter and total porosity. The Nucrel® microtruss pores
were approximately circular in cross section �Fig. 1�, and we de-
fined the equivalent average pore diameter as the arithmetic mean
of the diameters measured for 288,450 pores in 455 micrographs.
For the appreciably distorted, i.e., noncircular, cross section �Fig.
1� Hytrel® pores, we defined an average equivalent diameter by
approximating the pore area as circular, i.e., de= �4A /��0.5. The
area A was the arithmetic mean measured for 167,937 pores in
480 micrographs. As discussed below, more explicit accounting
for Hytrel® pore shape may explain the intrinsic pore diffusion
coefficients deduced for this truss. SEM images of edges exposed
by microtoming �Fig. 1� show that the pores run “straight-
through” and normal to the truss faces.

Experimental Apparatus and Performance Validation
The apparatus �Fig. 2� measures rates and extents of surface

cooling by liquid evaporation through porous coverings under
conditions that are practically relevant. The experiments are suf-
ficiently controlled to allow good closure of heat balances for
equipment this small ��12% �, deduction of quantitative data in-
cluding intrinsic pore diffusion coefficients, and differentiation of
heat transfer mechanisms, i.e., conduction and nonboiling evapo-
ration. The evaporation chamber was a 33.0 mm outside diameter
�33.0 mm deep aluminum cylinder with a 3 mm thick flat

operties of the various barrier materials used

Av.
T3
�K�

Av.
T2
�K�

Av.
�2

�kg /m3�

Mole %
H2O vapor

�%�
�m /�t
�kg/s�

02.7 316.1 0.059 8.531 5.07E−07
01.9 315.0 0.056 8.049 5.98E−07
02.1 313.3 0.052 7.363 5.97E−07
05.8 314.7 0.055 7.907 4.62E−07
16.8 334.4 0.127 19.292 0
/A N/A N/A N/A �1.26�0.08�E−06

Fig. 1 SEMs of microtruss simulant surfaces „top panels… and
edges exposed by microtoming „bottom panels…. Left hand side
panels: Nucrel®; right hand side panels: Hytrel®. Magnifica-
pr

s

3
3
3
3
3
N

tions: top left panel, 4000Ã; top right panel, 500Ã.
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ottom—the evaporation surface. The outside wall of the cylinder
as thermally insulated with a packing foam and a Styrofoam

ollar. The chamber was continuously weighed using a Mettler-
oledo 8001 series electronic balance �stated sensitivity of
0.1 g�. The temperatures of the evaporation surface �T1� and the

ntrance �upstream, T2� and exit �downstream, T3� faces of the
arrier material were each measured using Omega 5SC-TT-T-
0-36 T-type thermocouples �0.076 mm bead outside diameter�
onnected to Omega HH2001LTC thermocouple readers. A con-
inuous flow of dry nitrogen gas at 30°C temperature was directed
ver the top of the apparatus �Fig. 2� from a tube at an average
xit velocity of 2.8�0.25 m /s �measured using a VWR Enviro-
eter digital anemometer� to match the sweep gas rate of the
STM upright cup method for determining vapor transmission

ates through textiles �30�. The bottom face of the aluminum sur-
ace was heated by direct contact with an 85.55 mm outside di-
meter ProvoCraft® Candlsense™ electrical hot plate �stated
aximum heat flux density of 3600 Wt /m2�.
In a typical experiment, T1, T2, and T3 �Fig. 2� and the weight

f liquid in the chamber were measured at approximately 2 min
ntervals for a known input heat load. Thermocouple T1 was sol-
ered to the center of the inside bottom wall of the evaporation
hamber with generic rosin core �electrical� solder to provide
ood thermal contact. The beads of thermocouples T2 and T3 were
ttached to the upstream and downstream faces of the microtruss
ith a high-thermal-conductivity epoxy cement, OmegaBond®

01. Calibration experiments �31� showed that this method of
onding a tiny metal thermocouple sensor to soft �polymeric� ma-
erials gives reliable steady-state temperature measurements. All
hree thermocouples were approximately 14 mm from the cham-
er inside wall. We performed four negative control runs by cap-
ing the chamber with a nonporous latex membrane, four positive
ontrol runs �maximum water vapor transport rates� by leaving the
hamber uncapped, and two runs each with replicate samples of

® ®

Fig. 2 Schematic „not to scale… of apparatus
surfaces by modulation of latent heat carrier
nanotruss architectures. Dotted BLs represe
tates the fluid boundaries.
he Nucrel and Hytrel microtruss.

ournal of Heat Transfer
Water vapor mass concentrations at the entrance and exit faces
of the barriers were calculated from corresponding truss surface
temperatures using the ideal gas law, the literature data on the
saturation pressure of steam �32�, and the assumption of 100%
relative humidity �RH� and 0% absolute humidity �AH�, respec-
tively at the upstream and downstream faces of the barrier. The
RH of the sweep gas at the nozzle exit measured with a Kestrel
4000 portable data-logging weather station �stated accuracy
�3.0% RH with a specified range of 5.0–95.0% RH� was 1.4–
4.6%, which justifies the assumption of 0% AH owing to the very
low water vapor content in the sweep gas. The assumption of a
100% RH at the upstream face of the microtruss simulant is rea-
sonable because T2 was intentionally kept below the temperature
of the liquid water-air interface �i.e., the evaporation front�. Con-
sequently, some condensation of liquid water was observed on the
entrance face of the polymer barrier. The inside walls of the
evaporation chamber between the evaporation front and the mi-
crotruss entrance were kept above the temperature of the liquid
water-air interface to prevent liquid water from condensing pre-
maturely. Table 1 summarizes experimental conditions for runs
with the various barrier materials.

A transient heat balance on the entire apparatus gives

d�CpMT1�
dt

= Q̇in − Ah�T1 − Tamb� − ṁ�H fg
H2O �1�

The overall thermal mass of the apparatus, CpM, was obtained
from the slope of the early stage heat-up curve �Fig. 3� for closed
chamber �latex membrane� runs where evaporative transport is
prevented �ṁ=0�, and it is a reasonable approximation to neglect
convective cooling owing to the relatively low values of T1
−Tamb. Using this CpM value, the overall convective heat transfer
coefficient h was determined by fitting a lumped Newtonian cool-
ing model to the cool-down curve for closed chamber runs �Fig.

˙

quantitative study of evaporative cooling of
using barrier materials with microtruss and

n average location because turbulence agi-
for
flow
nt a
3�, recognizing that Qin=0 �heater off�. The resulting h
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192�25 W /m2 K� and CpM �131�19 J /K� determinations
howed good repeatability for the four closed chamber runs. The
ean h value was within a typical range for forced convective

eat transfer with air, i.e., 30–300 W /m2 K �33�, and the mean
pM result was within 15% of a value estimated from known
asses and tabulated heat capacities of apparatus components

34�. Using these experimentally derived parameters in a steady-
tate, closed chamber heat balance �i.e., d�MT1� /dt=0 and
˙ �Hfg

H2O=0 in Eq. �1��, the first two terms on the right hand side
f Eq. �1� accounted for all thermal flows within +8.6% to −0.2%.
or a steady-state heat balance with these CpM and h values for

he barrier runs �latent heat transfer from the chamber enabled�,
he three terms on the right hand side of Eq. �1� accounted for all
hermal flows within +12.4% to +3.3%. These heat balance clo-
ures are good considering the small apparatus size and the use of
umped thermal physical parameters derived from transient
eat-up and cool-down stages of the experiments.

Thermal buoyancy in the liquid water, conduction through the
iquid water, and conduction along the aluminum walls were cal-
ulated to respectively account for 69.3%, 3.8%, and 26.7% of the
xial heat flow in the evaporation chamber. Neglecting radial heat
ransfer, this implies that up to 73% of the heat input flowed
hrough the water and, in principle, could have escaped the cham-
er via the latent heat carrier. In the present experiments, the
aximum net latent heat transfer from the chamber, which oc-

urred with an open, i.e., uncapped chamber, was 37.7% of the
otal heat input.

rocedure for Evaporative Cooling Experiments
To thermally equilibrate it with ambient temperature, de-

onized water was stored overnight in a covered graduated cylin-
er on the laboratory bench. The evaporation chamber was
eighed, charged to a depth of about 11 mm with equilibrated
ater ��7 gm�, and then reweighed to more precisely determine

he water weight by difference. The top of the evaporation cham-
er was then completely covered with a barrier material sealed
aut by folding it over and binding its edges to the chamber out-

Fig. 3 Typical temperature-time histories „co
cooling of an aluminum surface using a close
„positive control…, or microtruss simulant mat
plished cooling „defined in the text… are also s
ide the wall with an elastic band. Positive control runs �open

42403-4 / Vol. 130, APRIL 2008
chamber� omitted the barrier. The insulation collar was then
placed around the chamber, and the chamber bottom was placed
on the heater plate. A continuous flow of 30°C dry nitrogen gas
was directed over the top of the apparatus �Fig. 2� from a tube at
a linear velocity of 2.8�0.25 m /s, measured at that temperature.
The chamber bottom was then heated at 1350�20 Wt /m2 by
manually adjusting a 110 V input variable transformer �Variac™�
to a predetermined point. The chamber weight and temperatures
of the chamber bottom and the membrane sample entrance and
exit faces, T1, T2, and T3, respectively, �Fig. 2� were each mea-
sured at 2 min intervals. Upon reaching steady state, these mea-
surements were continued for approximately 150 min at the stated
constant heat input. Steady state was defined as the condition in
which measured values of T1 and the rates of water removal from
the chamber �the slopes of the curves in Fig. 4� were constant to
within �10%. Temperature-time histories of the aluminum sur-
face throughout cool-down �Fig. 3�, initiated by turning off the
heater, were measured in all runs, providing data on evaporative
cooling under transient conditions �not analyzed in this paper�.

Experimental Results
Figure 3 displays typical temperature-time histories for the

Hytrel® and Nucrel® microtruss simulants and the closed chamber
and open chamber control runs. To compare the evaporative cool-
ing potency of different materials, Fig. 3 shows the absolute cool-
ing owing to the latent heat transfer in °C and a corresponding
nondimensional, fractional accomplished cooling �a defined in
Eq. �3�. To correct for variations in room temperature from run to
run, absolute latent cooling was defined as the difference, for the
negative control, between the average steady-state temperature of
the aluminum surface, T1 �the plateau in Fig. 3�, and room tem-
perature Tamb �measured at the beginning of the steady-state pe-
riod�, less this same difference when water vapor can exit the

ted for ambient temperature… for evaporative
hamber „negative control…, an open chamber
ls. The absolute latent and fractional accom-
wn.
rrec
d c
eria
chamber through an overlaid membrane sample,
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Absolute latent cooling = �T1,closed − Tamb,closed�

− �T1,membrane − Tamb,membrane� �2�

e defined �a as the ratio of the absolute cooling with a truss on
he chamber to the maximum evaporative cooling at the same
eater power with the chamber uncovered,

�a =
�T1,closed − Tamb,closed� − �T1,membrane − Tamb,membrane�

�T1,closed − Tamb,closed� − �T1,open − Tamb,open�
�3�

hus, evaporative cooling approaches its maximum as �a ap-
roaches unity, and a small �a implies vapor transport limitations
hat strongly curtail latent heat removal from the chamber. Table 2
ummarizes the average absolute cooling and corresponding �a’s
nd steady-state temperatures deduced for the 12 runs. The
ucrel® and Hytrel® microtruss simulants respectively resulted in
4.0�2.0°C and 13.4�2.4°C absolute latent cooling of the alu-
inum surface, corresponding to �a values of about 0.4, i.e., a

ubstantial fraction of the maximum possible evaporative cooling.
Figure 4 shows cumulative weight loss of the evaporation

hamber, i.e., the aggregate weight of water evaporated from the
luminum surface from the time its temperature first attained
teady state to time specified on the abscissa. The derivative of
ach curve at any time denotes the instantaneous steady-state rate
f water mass transfer from the chamber at that time. Each curve
s essentially linear over the steady-state period, implying that the
orresponding mass flux of water vapor was constant. Accord-
ngly, we defined the average rate of water vapor mass transfer
rom the apparatus ṁav as the quotient of the cumulative steady-

ig. 4 Cumulative mass of water vapor transported from the
vaporation chamber as affected by time. The instantaneous
ux of coolant vapor through the microtruss simulant pores is
btained from the first derivative of the curves shown.

able 2 Steady state temperatures, fractional accomplished
ooling, and absolute latent cooling for evaporative cooling of
n aluminum surface using a closed chamber „negative con-
rol…, an open chamber „positive control…, or microtruss simu-
ant materials

Membrane
�Number of runs�

Av. Tamb
�°C�

Av. T1
�°C�

Fractional
accomplished

cooling

Absolute
latent

cooling
�°C�

losed chamber �4� 27.2�0.2 80.1�0.7 0.00 N/A
pen chamber �4� 26.9�0.2 44.6�0.4 1.00 35.2�1.3
ucrel® �2� 27.5�0.2 66.4�1.0 0.40�0.06 14.0�2.0
ytrel® �2� 27.5�0.2 67.0�1.4 0.38�0.07 13.4�2.4
ournal of Heat Transfer
state weight loss and the cumulative time over which that weight
loss occurred, i.e., as the average slopes of the curves in Fig. 4.
Table 1 presents the measured ṁav values for each microtruss
simulant run and the average value for the four positive control
runs. The uncertainty in ṁav ��1.72�10−8 kg /s, Table 1� was
estimated by propagating the experimental uncertainties in the
weight measurement �0.1 g �in �5 g� owing to the sensitivity of
the balance and �0.1 g owing to the drift of 0.1 g in the balance
zero over a typical 9000 s run time and �20 s owing to the un-
certainty in the time measurement over the �9000 s period, and
then multiplying the result by the largest measured value of ṁav
�about 6.0�10−7 kg /s�. The constancy of ṁav and T1 for 90 min
shows that the continuous depletion of liquid water did not under-
mine the stability of the experiment, e.g., because of reduced ther-
mal convection in the water as its depth decreased or of the
buildup of water droplets at the microtruss entrance.

Mathematical Modeling
Intrinsic coefficients for pore diffusion of water vapor can be

deduced from the present measurements �Fig. 4� by using a math-
ematical model to decouple the appreciable ��50% � contribu-
tions of the boundary layers �BLs� to the overall rate of water
vapor mass transfer from the chamber and by determining the
contributions of Stefan flow �convection caused by diffusion� and
Knudsen flow �molecule-wall versus molecule-molecule colli-
sions� to pore transport. Calculations show that Stefan flow con-
tributes less than 13.0% enhancement, and this transport mode
was ignored. For pores of circular cross section, Knudsen effects
can be estimated from an engineering correlation relating the
Knudsen impacted diffusion coefficient Deff for a pore of radius re
�here in meters� to the coefficient for diffusion in a continuum
fluid �Kn�0.01�, D �34�,

1

Deff
=

	


v
� 1

D
+

1

97re
�T/m

� �4�

Here, T is in Kelvins, m is in g/�g mole�, and the dimensionless
tortuosity 	 is an adjustable parameter to account for variability in
pore axis orientation and pore cross sectional area �35�. Our SEM
measurements found that the Nucrel® pores have approximately
uniform circular cross sections and run straight through the mi-
crotruss with their axis essentially normal to the truss face �Fig.
1�, making 	=1 a reasonable approximation. Using this value and
porosities �
v� from Table 1, Eq. �4� predicts that Deff should be
10.5% less than D for Nucrel®. The Hytrel® pores also run
straight through, but have noncircular cross sections with consid-
erable variability in width from pore to pore �Fig. 1�. Thus, with-
out detailed information on the tortuosity of these pores, the quan-
titative applicability of Eq. �4� for the Hytrel® is suspect.
Nevertheless, to allow a qualitative comparison with Nucrel®, we
approximated the Hytrel® pores as circular in cross section and 	
as 1. Using 
v from Table 1, Eq. �4� then predicts that Knudsen
effects reduce Deff, about 1.3% below D for the Hytrel® pores.

To assess the apparatus performance and determine the intrinsic
coefficient for diffusion of dilute water vapor �10.4 mole % � in
air at about 1 atm total pressure in the microtruss pores, we de-
rived �Appendix� and solved a predictive mathematical model for
the rates of water vapor mass transfer ṁav from the apparatus of
Fig. 1,

ṁav =	
ro

r=0
2�r

RBL,downstream + Rmem

	

ro

r=0
1

��r�v�r���chamber − ��r�
RBL,upstream

−
��r�

Rmem + RBL,downstream
�dr − �ambientdr �5�

Equation �5� was developed by modeling effects of �1� BL mass

transfer and radial gradients of water vapor concentration at the
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icrotruss entrance �impacting RBL,upstream and ��r�� and �2� BL
ass transfer at the truss exit �impacting RBL,downstream�. At the

russ exit, the flow of dry nitrogen creates low AH, so �ambient
0 for all r. The mass transfer resistance of the microtruss itself,

mem, is obtained from

Rmem =
L


vDeff
�6�

f Deff is known, e.g., from the literature. Alternatively, Eq. �5� can
e solved for Rmem using experimental values of ṁav, and Deff can
hen be obtained from Eq. �6�. Both approaches were used here.

Tracer measurements found that thermal-buoyancy-induced
onvection in the chamber headspace caused a radial inward flow
f water vapor-air mixture. This creates a BL along the microtruss
ntrance face, from which diffusion of water vapor through the
icrotruss pores to the ambient �Fig. 5� causes a radial water

apor concentration gradient at the microtruss entrance. Mass
ontinuity for a fluid element adjacent the microtruss gives

d��r�
dr

=
1

��r�v�r���chamber − ��r�
RBL,upstream

−
��r� − �ambient

Rmem + RBL,downstream
� �7�

he boundary condition for Eq. �7� is the mass concentration of
ater vapor at the evaporation chamber wall �r=ro�, which is
btained from the temperature of the microtruss entrance face
T2�, the ideal gas law, and the properties of steam assuming satu-
ation. The radial inward velocity of the air-water vapor mixture
cross the microtruss at the chamber wall was calculated from a
orrelation in Deen �36� and was within about a factor of 2 of
xperimental values of this velocity we obtained from tracer stud-
es.

Tracer studies also revealed a laminar-to-turbulent transition in
he downstream BL ahead of the leading edge of the microtruss
ace. However, the Reynolds number based on plate length at this
ocation was only about 12,000, which is far below the 300,000
hreshold for the transition to turbulence expected for flat plate
ow. We believe that the observed turbulent flow is caused by
urface roughness. The “beads” on the Styrofoam collar protruded
bout 1 mm above the collar surface in a roughly hexagonal pat-
ern, a substantial incursion into the roughly 3 mm thick laminar
ublayer �as calculated from Blasius’ solution for flow over a flat
late�. Since the membrane sample itself was smooth,
BL,downstream was estimated from a correlation of the Sherwood

Fig. 5 Schematic cross section of the evapo
mal buoyancy driven flows and the radial con
the microtruss
umber for turbulent flow over a smooth horizontal flat plate �34�.

42403-6 / Vol. 130, APRIL 2008
However, the use of the resulting RBL,downstream values in Eq. �5�
badly underestimated the observed ṁav values, leading us to con-
clude that either the correlation considerably overestimated
RBL,downstream or RBL,downstream was determined by the mass trans-
fer resistance of the viscous sublayer beneath the turbulent BL.
We assumed the latter and thus that the concentration envelope
where ��r� first decreases to �0 is the outer edge of the viscous
sublayer. The thickness of this sublayer was estimated using
Prandtl’s “law of the wall” �37�,

u+�x� =
U

u	�x�
=

��x�u	�x�
�

= y+�x� �8�

The exit faces of the microtrusses were very smooth compared to
the surface of the Styrofoam collar. Thus, the friction velocity
u	�x� was determined from the sheer stress on the wall using a
correlation for skin friction from turbulent flow over a smooth
surface �38� that accounts for the presence of a viscous sublayer

u	�x� = U�0.0592 Rex
−1/5

�
�1/2

�9�

This correlation is valid for 105�Rex�107 but was used here for
Rex=1.2�104. To find the average thickness of the viscous sub-
layer over the barrier, we averaged ��x� from Eq. �8� over the
sample diameter using Eq. �9� for u	�x� and the fact that the di-
mensionless thickness of the viscous sublayer y+ is roughly 5 �37�,

�̄ =
1

2ro
	

0

2ro 5�

U�0.0592 Rex
−1/5/��1/2dx �10�

Dividing the resulting average viscous sublayer height by the dif-
fusion coefficient of water vapor in nitrogen gives the mass trans-
fer resistance for the downstream BL:

RBL,downstream =
�̄

DH2O,nitrogen
�11�

Using values of RBL,downstream from Eq. �11�, we solved Eq. �5�
numerically for ṁav. Values of ��r� were calculated by numeri-
cally integrating Eq. �7� using measured values of T2 and values
of Rmem calculated from Eq. �6� using literature data for DH2O,air

�34�. Figure 6 shows that the ṁav predictions became increasingly
close to the experimental data, as the model was steadily im-

ion chamber to illustrate chirality of the ther-
tration gradient across the upstream face of
rat
cen
proved to more realistically capture the mass transport details of
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he apparatus of Fig. 1, i.e., from simple 1D continuum diffusion
o correcting for �1� slight rarefaction �Knudsen effects� on the
ore diffusion coefficient, �2� radial gradients in water vapor con-
entration at the microtruss entrance, �3� upstream BL mass trans-
er resistance, and �4� downstream BL mass transfer resistance.
he inclusion of all four refinements gave ṁav predictions that
gree with experiment to within +14% to −21%, building confi-
ence in the reliability of the apparatus and in the physical as-
umptions of the modeling.

To compare the latent heat transmission capabilities of different
icrotruss simulants on a consistent basis, and thus provide a

eliable foundation for engineering design, we deduced an intrin-
ic, i.e., apparatus-independent, pore diffusion coefficient Deff for
dilute� water vapor in atmospheric pressure air for each truss
ample. The approach was to numerically solve Eqs. �5� and �7�
imultaneously for ��r� and Rmem using MATLAB. The resulting

mem values were then used in Eq. �6� to calculate Deff. The re-
ults �Table 3� agree to within 35% of the experimental bulk dif-
usion value, 2.59�10−5 m2 /s, reported by Deen �36�, for con-

Fig. 6 Comparison of experimental „light gra
evaporation chamber for the four experiment
predicted by increasingly refined mass transf

Table 3 Comparison of intrinsic „i.e., appara
lute water vapor in air „total pressure, 1 atm…

dicted for mutual diffusion of water vapor in a
for the onset of fluid rarefaction „Eq. „4… in th

Overlay
Knudsen
number

Rarifie
theory
DH2O,ai

�m2 /s�

Nucrel®, Sample A 0.099 2.12E−0
Nucrel®, Sample B 0.071 2.18E−0
Hytrel®, Sample A 0.007 2.33E−0
Hytrel®, Sample B 0.008 2.36E−0
ournal of Heat Transfer
tinuum regime diffusion of water vapor in molecular nitrogen
�N2� at 308 K.

Discussion
Despite low total porosity ��12%, Table 1�, barrier materials

with microtruss architectures �Fig. 1� provide substantial evapora-
tive cooling of strongly heated surfaces �Fig. 3, Table 2� by trans-
port of latent heat-carrying vapor through the truss voids. Up to
25% of input heat energy was carried away by latent heat transfer
through porous membranes, and the ratio of conductive to latent
heat transport across the porous membranes ranged between 3:1
and 5:1. Water vaporization and transport through two different
polymer sheets with microtruss features cooled a surface heated at
�1.4 kW /m2 by about 13°C, about 40% of the maximum evapo-
rative cooling attainable with water for the same heat load with
the evaporation chamber uncapped �Table 2, Fig. 3�. Because mi-
crotruss architectures show promise to provide high mechanical
strength, light weight, and breatheability in soft materials, docu-

rates of water vapor mass transport from the
ith microtruss stimulant barriers, with rates
odels „various fills…

-independent… coefficients for diffusion of di-
rough the microtruss pores with values pre-
or continuum conditions and with correction
xt…

Apparatus-independent
experimental

Deff
�m2 /s�

% Difference
rarified versus

experiment
�%�

1.95E−05 −9
2.68E−05 19
1.68E−05 −38
1.68E−05 −40
y…
s w
tus
th
ir f

e te

d

r

5
5
5
5
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entation of latent heat flux densities this high under practically
ealistic conditions supports the idea that microtruss materials can
rotect humans and inanimate objects from mechanical and ther-
al damage simultaneously.
Further assessing this proposition requires latent heat transmis-

ion information unencumbered by the idiosyncrasies of apparatus
r experimental conditions. BLs at the microtruss entrance and
xit accounted for roughly half of the total resistance to cooling
apor mass transfer from the present evaporation chamber �Fig.
�. Mathematical modeling �described above� allowed the
pparatus-independent mass transfer resistance for the microtruss,
mem=L / �Deff
v� and the intrinsic diffusion coefficient Deff to be
isaggregated from the measured rates of water vapor transport
rom the chamber. The resulting Deff values �Table 3� for the
ucrel® and Hytrel® microtruss simulants are in reasonable agree-
ent with predictions for mutual diffusion of dilute water vapor in

ir in the continuum regime �Kn�0.01� and with literature values
or mutual diffusion of dilute water vapor in N2 gas under con-
inuum conditions �36�. The differences in the experimentally de-
ived Deff values for the two microtruss simulants are discussed
elow.

For engineering designs incorporating other microtrusses with
traight-through pores, comparable pore widths and geometries,
nd known thickness, the present Deff values allow an initial esti-
ate of the water vapor/air diffusion resistance in the truss pores.
he steady state latent heat flux density through the microtruss
an then be estimated for various operating conditions by formu-
ating the total mass transfer resistance of the system as a series
ombination of the mass transfer resistances intrinsic for the truss
tself and for the upstream and downstream BLs, then calculating
˙ av from Eq. �5�, or its equivalent, for the particular evaporator,
nd then multiplying ṁav by the average latent heat of vaporiza-
ion of water for the temperature regime of interest.

To further benchmark the efficacy of the microtruss simulants
or latent heat transmission, it is instructive to estimate what level
f convective cooling would be needed to provide equivalent rates
f heat removal from the surface. One approach is to assume a
onstant driving temperature gradient, �T, for convection and to
alculate the required magnitude of the heat transfer coefficient,
c. Alternatively, one could assume a constant value for hc and
alculate the required �T. Here, we do the former by taking �T as
he difference between the evaporation chamber surface tempera-
ure at steady state, T1, and a reasonable lower temperature, Ta,
.e., temperature at standard conditions: 298.2 K. Two cases of
nterest are �1� the convective heat transfer coefficient hc,app cor-
esponding to the rate of latent heat removal experimentally mea-

ured with the present apparatus and operating conditions, Q̇L,app
nd �2� an upper bound convective heat transfer coefficient hc,mem

orresponding to the idealized case of latent heat removal, Q̇L,mem,
hich would be possible at the same operating conditions if the
nly mass transfer resistance to water vapor removal from the
hamber were the intrinsic resistance of the microtruss pores.
hus,

hc,app =
Q̇L,app

A�T1 − Ta�
and hc,mem =

Q̇L,mem

A�T1 − Ta�
�12�

here Q̇L,mem= ṁmem�Hvap
H2O, ṁmem=Deff
v��i−�o� /L, and �o and

i for this case are respectively taken as zero and at the vapor
ressure of water at T1. The magnitudes of the resulting convec-
ive heat transfer coefficients �Table 4� are comparable to those
ypical of forced convection heat transfer with air near ambient
emperatures �298.2 K� �33�.

Assuming pores of circular cross section, Eq. �4� predicted that
arefaction �Knudsen� effects reduce the continuum regime diffu-
ion coefficient for the Hytrel® and Nucrel® pores by 1.3% and
0.5%, respectively �Table 3� owing to the smaller average width

®
nd thus larger Kn of the Nucrel ��1.2 �m, Kn�0.1� versus the
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Hytrel® pores ��13 �m, Kn�0.01�. However, the Deff values
derived for the Hytrel® pore from the experimental data were
about 27% smaller than those for the Nucrel® pores �Table 3,
column 5�. A possible explanation is Knudsen-inhibited diffusion
in the significant fraction of the Hytrel® pore volume that is not
present in a circular cross section but rather in pinched down
shapes that approximate narrow rectangles or isosceles triangles
of small apex angle �Fig. 1�. In qualitative support of this pro-
posal, we calculated that if 40% of the Hytrel® pore volume was
sufficiently distorted to reduce the continuum diffusion coefficient
tenfold, then the Deff values derived from the Hytrel® measure-
ments would be about 35% lower than those for Nucrel®. A more
in-depth assessment of pore shape effects would require reliable
measurements of the tortuosity of the Hytrel® pores and/or a large
number of SEM measurements to quantify the distortions in pore
cross section, ideally as affected by pore depth. Such studies are
beyond the scope of the present work.

Despite differences in their pore width and geometry, we ob-
served no significant difference in the fractional accomplished
cooling �a between Nucrel® and Hytrel® �Fig. 3, Table 2�, puta-
tively because �1� the effect of variations in intratruss mass trans-
fer resistance is tempered by the sizable ��50% of the total� con-
tribution from the upstream and downstream BLs; �2� the intrinsic
diffusion coefficients for the two microtruss simulants are not that
different �1.7�10−5 versus 2.7�10−5 m2 /s in the worst case,
Table 3�; and �3� the Deff determinations reflect experimental un-
certainty of �6.6%.

The present apparatus and operating procedures are useful tools
for a quantitative characterization of the latent heat transfer capa-
bilities of various porous media including materials with mi-
crotruss architectures. The equipment provides steady state heat
balance closures to within �12% for practically realistic heat
loads, temperatures, and working fluid �water�. The method of
continuously weighing the entire evaporation chamber requires
some care, but enables direct measurement of the mass fluxes of
latent heat carrier responsible for latent heat transmission. More-
over, intrinsic, i.e., free of apparatus artifacts, coefficients for the
diffusion of latent heat carrier through the microtruss voids can be
deduced from these mass fluxes by mathematical modeling to dis-
aggregate BL and other mass transfer resistances dictated by the
apparatus geometry and operating conditions. Design and opera-
tion to sustain thermal buoyancy in the coolant liquid and the
coolant vapor headspace simplify this mathematical modeling.

Conclusions

Latent Heat Transfer. Thin ��120 �m� sheets of soft materi-
als with microtruss architectures, including pore widths of
�1–15 �m, enable substantial evaporative cooling of surfaces,
without boiling. At appreciable surface heat flux densities
�1.4 kWt /m2� and despite their low overall porosity �7.5–11.2%�,

Table 4 Apparent average and intrinsic convective heat trans-
fer coefficients that would give rates of heat removal from sur-
faces equal to those obtained by NBEC „1… as measured with
the present apparatus and „2… as would be possible if the only
mass transfer resistance to water vapor removal from the
evaporation chamber arose from the membrane pores. See Eq.
„12… and accompanying narrative in the text.

Overlay
�T1−Ta�a

�K�
hc,app

�w /m2 K�
hc,mem

�w /m2 K�

Nucrel®, Sample A 39.8 39 61
Nucrel®, Sample B 43.0 43 68
Hytrel®, Sample A 42.5 42 62
Hytrel®, Sample B 41.3 35 48

aAssumed driving force for thermal convection.
the present microtruss structures provided evaporative cooling of
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3–14°C �about 40% of the maximum attainable, i.e., with an
ncovered evaporation chamber�. The cooling mechanism is latent
eat transfer enabled by diffusion of evaporated coolant through
he microtruss voids �pores�. Thus, the efficacy of microtrusses for
vaporative cooling of a nearby surface can be quantified in terms
f a pore diffusion coefficient, microtruss thickness, and coolant
eat of vaporization. The present rates of latent heat lift can be
enchmarked by estimating the equivalent thermal convection that
ould be needed to provide identical surface cooling rates. For

xample, equivalent convective heat transfer coefficients as high
s 43 W /m2 K, i.e., comparable to those typical of forced convec-
ive cooling with air, were calculated for the Nucrel® microtruss
imulant by assuming a �T equal to the difference between the
urface temperature and standard temperature �298.2 K�.

Pore Width and Shape. Effects of width and shape of mi-
rotruss pores must be understood to interpret experimental obser-
ations and design reliable evaporative cooling systems. Here,
pparent average pore width was varied from about 15 �m �Kn
0.01� to 1 �m �Kn�0.1�, and no impact on measured cooling
as observed. This result is consistent with small estimated ef-

ects of rarefaction in this range of Knudsen numbers ��10%
eduction for the smaller pores�, together with similar overall po-
osities and substantial ��50% � contributions from the BLs on
ither microtruss external face. However, intrinsic coefficients for
utual diffusion of dilute water vapor in air deduced for the mi-

rotruss pores exhibited a contrarian variation, i.e., smaller values
or the pores of larger width. This may be caused by rarefaction-
mpeded diffusion owing to the distortion of pore cross section,
onsiderably reducing the effective pore width. Further testing of
his hypothesis by measurements of tortuosity and characteriza-
ion of pore shapes and sections was beyond the scope of this
ork.

Apparatus Performance and Utility. The present apparatus
esign and operating procedures simultaneously quantify the la-
ent heat transmission, thermal conduction, and coolant vapor

ass transfer characteristics of materials with microtruss architec-
ures under practical heat loads with good reliability. Heat bal-
nces close to within �12% and intrinsic pore diffusion coeffi-
ients deduced from measured water vapor mass flow rates are in
atisfying agreement with the literature. Thus, the present experi-
ental approach and mathematical modeling show promise for

uantifying pore mass transfer, latent heat transfer �evaporative
ooling and condensation heating�, and thermal conduction char-
cteristics of other microtruss materials, and indeed other porous
aterials and media more generally, for diverse practical working
uids, surfaces, heat loads, and temperature differences.

Applications. Soft materials with microtruss �and nanotruss,
.e., pore widths of 10–1000 nm� architectures show promise for
roviding high mechanical strength and light weight in sheetlike
tructures. The present results support the proposition that mi-
rotrusses can simultaneously protect against mechanical and ther-
al damage. More generally, microtrusses have the potential to

ntegrate mechanical protection, breathability and cooling in
hapeable, and barrier materials to protect, inter alia, humans, mi-
roelectromechanical systems �MEMS�, nanocomponents �e.g.,
lectronics�, and larger structures such as turbine blades and space
ehicle heat shields. This paper provides latent heat and mass
ransfer data, pore diffusion coefficients, and mathematical mod-
ling methods for the design, operation, and performance assess-
ent of materials and devices that exploit microtruss architectures

or thermal management, mechanical protection, vapor separa-
ions, and combinations thereof. One application is nonboiling
vaporative cooling �NBEC�, which is of interest when boiling
emperatures at the prevailing pressure would be intolerable, e.g.,
ooling humans, sensitive electronics, biological specimens, ar-
heological samples, etc. NBEC provides reasonably high heat

ux densities at lower temperatures. Integration with microfluidic

ournal of Heat Transfer
channel networks can enable controlled delivery of latent heat
carriers to tiny or difficult-to-access components.
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Nomenclature
A  area

Cp  specific heat at constant pressure
D  continuum diffusion coefficient
de  equivalent diameter

Deff  Knudsen impacted diffusion coefficient
DH2O,air  continuum diffusion coefficient of water vapor

in air
h  convection coefficient

hc,app  experimentally measured latent heat transfer
coefficient

hc,mem  upper bound convective heat transfer
coefficient

M  mass
m  molecular mass
ṁ  mass transfer rate

ṁmem  intrinsic mass transfer rate across the
microtruss

ṁav  average water vapor mass transfer rate from
the apparatus

Q̇in  heat input

Q̇L,app  rate of latent heat removal experimentally mea-
sured with the apparatus

Q̇L,mem  idealized latent heat removal rate for the mi-
crotruss only

r  radial coordinate
RBL,downstream  downstream membrane mass transport resis-

tance owing to a BL
RBL,upstream  upstream membrane mass transport resistance

owing to a BL
Rex  Reynolds number at coordinate x along a flat

plate
Rmem  mass transport resistance of the membrane

ro  outer radius of the evaporation chamber
T  temperature

T1  evaporation chamber bottom surface
temperature

T2  upstream membrane surface temperature
T3  downstream membrane surface temperature
Ta  temperature at standard conditions �298.2 K,

1 atm�
Tamb  ambient temperature

U  free stream velocity
u+�x�  dimensionless velocity

u	  friction velocity
v�r�  velocity

Wt  watts, thermal
y+�x�  dimensionless BL thickness

� �x or r�
  BL thickness at coordinate x or r
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�̄  average viscous sublayer thickness
�Hfg

H2O  latent heat of vaporization
�T  driving temperature gradient

v  void fraction �porosity�

�a  fractional accomplished cooling
�  kinematic viscosity

��r�  mass concentration
�ambient  mass concentration in the ambient environment
�chamber  mass concentration in the evaporation chamber

	  tortuosity

ppendix
Here, we derive Eqs. �5� and �7� from a mass continuity balance

n a fluid element in the vicinity of the upstream microtruss face
Fig. 5�. The element is a cylindrical shell of radius r, width �r,
nd height ��r�, approximated as the BL thickness. The top sur-
ace of the element is the upstream truss face, and the element
ollows the fluid flow from the outer radius of the evaporation
hamber, ro, toward the chamber center, r=0 through incremental
eductions in its radius by �r �Fig. 5�. By mass continuity, the
ater vapor contained within the element must equal the mass

ntering minus the mass leaving the element,

d��r�
dt

dA�r���r� =
dmin

dt
−

dmout

dt
�13�

y expanding the left hand side of Eq. �13� in a Taylor series and
anceling like terms,

d��r�
dr

�rdA�r���r� =
dmin

dt
�t −

dmout

dt
�t �14�

o put the fluid element in a Lagrangian reference frame, a sub-
titution is made for �t to give

d��r�
dr

�rdA�r���r� =
dmin

dt

�r

v�r�
−

dmout

dt

�r

v�r�
�15�

ecognizing that the mass flows in and out of the fluid element
re governed respectively by diffusion �in� through the BL on the
pstream barrier face and diffusion �out� through the barrier and
ownstream BL, the following substitutions are made:

dmin

dt
=

�chamber − ��r�
RBL,upstream

dA�r� and

dmout

dt
=

��r� − �ambient

Rmem + RBL,downstream
dA�r� �16�

here �amblent�0 due to a cross flow of dry nitrogen. Finally,
ubstituting the expressions of Eq. �16� into Eq. �15� and cancel-
ing like terms, the desired result Eq. �7� is obtained,

d��r�
dr

=
1

��r�v�r���chamber − ��r�
RBL,upstream

−
��r� − �ambient

Rmem + RBL,downstream
�

�7��

oth BL resistances are calculated in the main text, and Eq. �7� is
ombined with Eq. �17�, an integral representation of Fick’s law
or diffusion, to create the complete apparatus transport model
Eq. �5��,

ṁav =	
r

r=0
2�r

RBL,downstream + Rmembrane
���r� − �ambient�dr �17�
o

42403-10 / Vol. 130, APRIL 2008
ṁav =	
ro

r=0
2�r

RBL,downstream + Rmem

	

ro

r=0
1

��r�v�r�

���chamber − ��r�
RBL,upstream

−
��r�

Rmem + RBL,downstream
�dr − �ambientdr

�5��
which was solved numerically via MATLAB for the unique combi-
nation of Rmem and ��r� that satisfies the boundary condition.
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Effect of Rarefaction, Dissipation,
and Accommodation Coefficients
on Heat Transfer in
Microcylindrical Couette Flow
This paper examines the effects of rarefaction, dissipation, curvature, and accommoda-
tion coefficients on flow and heat transfer characteristics in rotating microdevices. The
problem is modeled as a cylindrical Couette flow with a rotating shaft and stationary
housing. The housing is maintained at uniform temperature while the rotating shaft is
insulated. Thus, heat transfer is due to viscous dissipation only. An analytic solution is
obtained for the temperature distribution in the gas filled concentric clearance between
the rotating shaft and its stationary housing. The solution is valid in the slip flow and
temperature jump domain defined by the Knudsen number range of 0.001�Kn�0.1. The
important effect of the momentum accommodation coefficient on velocity reversal and its
impact on heat transfer is determined. The Nusselt number was found to depend on four
parameters: the momentum accommodation coefficient of the stationary surface �uo,
Knudsen number Kn, ratio of housing to shaft radius ro /ri, and the dimensionless group
�� / ��+1���2�to−1� / ��toPr�. Results indicate that curvature, Knudsen number, and the
accommodation coefficients have significant effects on temperature distribution, heat
transfer, and Nusselt number. �DOI: 10.1115/1.2818763�

Keywords: heat transfer, microchannels, momentum, and energy accommodation
coefficients
Introduction

Temperature distribution and heat transfer in the clearance of
otating microdevices such as microturbines, pumps, and micro-
earings have not been investigated. The effect of velocity slip,
emperature jump, curvature, and viscous dissipation on heat
ransfer characteristics is unknown. Although extensive work on
he related problem of convection in straight microchannels and
ubes has been carried out, few studies examined the effect of
iscous dissipation on heat transfer. Tunc and Bayazitoglu �1�
btained analytic solutions to heat transfer characteristics of gas
ow in the entrance and fully developed regions of tubes at uni-
orm surface temperature and uniform surface heat flux. They ex-
mined the effects of Knudsen number and Brinkman number on
eat transfer and Nusselt number. Temperature jump was found to
ncrease with Knudsen number while the Nusselt number in-
reases with increasing Brinkman number. Hadjiconstantinou �2�
nalytically examined Poiseuille gas flow between parallel plates
t uniform surface flux. Attention was focused on the effect of
oundary shear work on the Nusselt number. In an earlier study,
hang and Bogy �3� obtained analytical solutions to Couette and
oiseuille flow between parallel plates taking into consideration
issipation, velocity slip, and temperature jump. They used a con-
inuum model to solve the simplified Navier–Stokes equations and
nergy equation.

Aside from the effects of rarefaction, temperature jump, and
issipation, the clearance between a rotating shaft and its housing
n microdevices may not be small compared to shaft radius. Thus,
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pril 4, 2007; published online March 17, 2008. Review conducted by Gang Chen.
ournal of Heat Transfer Copyright © 20
curvature effect is important and consequently hydrodynamic and
heat transfer analysis of such devices cannot be modeled as Cou-
ette flow between parallel plates.

Studies on rotating flows in cylindrical microchannels are lim-
ited to hydrodynamic effects in the clearance of gas lubricated
microbearings. Maureau et al. �4� obtained an exact flow field
solution for incompressible gas flow in the clearance of micro-
bearings taking into consideration eccentricity and velocity slip.
They also presented the solution to the limiting case of flow in the
clearance between concentric cylinders. Lee et al. �5� examined
the effect of slip velocity on gas lubricated journal bearings. Their
analysis showed that slip flow effects become more significant as
gas temperature is increased. The general case of rotating concen-
tric inner and outer cylinders was investigated by Yuhong et al.
�6�. They focused attention on the effect of the momentum accom-
modation coefficients on the velocity distribution. Their solution
shows that at low values of the accommodation coefficient, a ve-
locity inversion takes place.

In this paper, we consider the case of a microshaft rotating
concentrically inside stationary housing. Specifically, we examine
temperature distribution and heat transfer in the gas filled gap. The
analysis takes into consideration rarefaction, temperature jump,
viscous dissipation, and curvature effects. Particular attention is
given to the effect of the momentum and energy accommodation
coefficients on temperature distribution, heat transfer, and Nusselt
number.

2 Analysis
Figure 1 shows a shaft of radius ri concentrically positioned

inside a stationary housing of radius ro. The shaft rotates with
angular velocity � and the housing is maintained at uniform tem-
perature T0. We assume steady state and neglect axial variation.
Since all angular derivatives vanish due to concentricity and sur-

face uniformity conditions, the problem simplifies to one-
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imensional flow and heat transfer. We limit the analysis to con-
inuum, gaseous slip flow domain, defined in terms of the
nudsen number Kn as �7�

0.001 � Kn � 0.1 �1�

here Kn is the dimensionless mean free path � defined as

Kn =
�

ro − ri

xpecting ro /ri to be one of the governing parameters, the above
efinition is rewritten as

Kn =
�/ri

�ro/ri� − 1
�2�

2.1 Previous Results: Velocity Distribution. Because fluid
elocity is central to temperature distribution, and because of the
elocity anomalies associated with slip and curvature, the flow
eld solution detailed in Ref. �6� is summarized here.
Assuming constant properties, the Navier–Stokes equation in

he tangential direction simplifies to

d2u

dr2 +
1

r

du

dr
−

u

r2 = 0 �3�

here u is the tangential velocity. Using the Maxwell slip model,
he velocity boundary condition at the moving surface r=ri is
iven by �6�

Fig. 1 Cylindrical Couette flow
42404-2 / Vol. 130, APRIL 2008
u�ri� = �ri +
2 − �ui

�ui
�ro − ri�Kn�du�ri�

dr
−

u�ri�
ri

� �4�

where �ui is the tangential momentum accommodation coefficient
of the inner surface. Similarly, at the stationary surface r=ro, the
boundary condition is

u�ro� = −
2 − �uo

�uo
�ro − ri�Kn�du�ro�

dr
−

u�ro�
ro

� �5�

where �uo is the tangential momentum accommodation coefficient
of the outer surface.

Integration of Eq. �3� and using Eqs. �4� and �5� gives the
solution to the velocity

u�r�
�ri

= �1 −
ri

2

ro
2 + 2Kn� ro

ri
− 1	�2 − �ui

�ui
+

2 − �uo

�uo

ri
3

ro
3�
−1

� � ri
2

ro
2�2Kn�1 −

ri

ro
	2 − �uo

�uo
− 1� r

ri
+

ri

r

 �6�

2.2 Temperature Field

2.2.1 Governing Equation, Boundary Conditions, and
Solution. Taking into consideration viscous dissipation, the energy
equation reduces to

k

r

d

dr
�r

dT

dr
� + ��du

dr
−

u

r
�2

= 0 �7�

where T is the temperature, k is the thermal conductivity, and � is
the viscosity. Since the moving surface is thermally insulated, the
boundary condition at r=ri is

dT�ri�
dr

= 0 �8�

Accounting for temperature jump, the fluid temperature at the
stationary surface r=ro is �7�

T�ro� = T0 −
2 − �to

�to

2�

1 + �
�ro − ri�

Kn

Pr

dT�ro�
dr

�9�

where Pr is the Prandtl number, � is the specific heat ratio, and �to
is the energy accommodation coefficient of the outer surface. The
coefficients �ui, �uo, and �to are empirical factors that reflect the
interaction between gas molecules and a surface. They depend on
the gas as well as the geometry and surface nature. Their values
range from zero �perfectly smooth� to unity. Although they are
difficult to determine, there is general agreement that their values
for various gases flowing over several surfaces are close to unity
�8�.

Substituting flow field solution �6� into energy equation �7�,
integrating, and using boundary conditions �8� and �9� give the
temperature distribution
T�r� − T0

��2ri
2/k

=
�ri

2/ro
2� − �ri

2/r2� − 2 ln�ri/ro��r/ri� − �4�/�� + 1����2 − �to�/�to��1 − �ri/ro����ri
2/ro

2� − 1�Kn/Pr

�1 − �ri
2/ro

2� + 2Kn��ro/ri� − 1����2 − �u�/�ui� + ��2 − �uo�/�uo��ri
3/ro

3���2 �10�
2.2.2 Nusselt Number. Examination of energy equation �7�
hows that it does not include convective terms. This is traced to
he assumption of concentricity and circumferential uniformity of
urface conditions. Thus, despite the dependence of temperature
on velocity distribution, the mechanism for heat transfer is con-
duction. Nevertheless, it is useful to determine the Nusselt number
for this case to provide a limiting value for more general problems
involving eccentricity and surface nonuniformity. The Nusselt
Transactions of the ASME
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umber for this configuration is defined as

Nu =
2�ro − ri�h

k
�11�

here 2�ro−ri� is the equivalent diameter of the clearance and h is
he heat transfer coefficient obtained by equating Newton’s law of
ooling and Fourier’s conduction law

h = − k
dT�ro�/dr

Tm − T0
�12�

ere, Tm is the mean channel temperature given by

Tm =


ri

ro

uTdr


ri

ro

udr

�13�

ombining Eqs. �11� and �12� gives

Nu = − 2�ro − ri�
dT�ro�/dr

Tm − T0
�14�

he integrals in Eq. �13� are evaluated using Eqs. �6� and �10� to
etermine the mean temperature Tm. Substituting Tm and Eq. �10�
nto Eq. �14� gives the Nusselt number

Nu =
8

��A + B�/C� + D
�15�
here

he condition for partial inversion is

ournal of Heat Transfer
A = �2Kn
2 − �uo

�uo
�1 −

ri

ro
	 − 1�� ro

2

ri
2 −

ri
2

ro
2 − 4 ln

ro

ri
� �16�

B = 1 −
ro

2

ri
2 + 2 ln

ro

ri
+ 2

ro
2

ri
2�ln

ro

ri
	2

�17�

C = �1 −
ri

ro
	� ro

2

ri
2 − 1	��Kn

2 − �uo

�uo
�1 −

ri

ro
	 −

1

2
��1 −

ri
2

ro
2	

+ ln �ro/ri�
 �18�

and

D =
8�

� + 1

2 − �to

�to

Kn

Pr
�19�

The Nusselt number for the corresponding macrocase is obtained
by letting Kn→0 in Eq. �15�

Numacro = 8
1/2�1 − �ri/ro����ro

2/ri
2� − 1���ri

2/ro
2� − 1 + 2 ln �ro/ri��

1 + �ri
2/ro

2� − 2�ro
2/ri

2� + 6 ln �ro/ri� + 2�ro
2/ri

2��ln �ro/ri��2

�20�

2.2.3 Fluid Temperature Rise. T�ri�−T�ro�. Application of so-
lution �10� at the inner and outer radii gives fluid temperature rise

due to dissipation
T�ri� − T�ro�
��2ri

2/k
=

�ri
2/ro

2� + 2 ln �ro/ri� − 1

�1 − �ri
2/ro

2� + 2Kn��ro/ri� − 1����2 − �ui�/�ui� + ��2 − �uo�/�uo��ri
3/ro

3���2 �21�

2.2.4 Surface Heat Flux. Heat flux at the outer surface is obtained by substituting Eq. �10� into Fourier’s law to give

q�

��2ri
= 2

�ri/ro� − �ri
3/ro

3�
�1 − �ri

2/ro
2� + 2Kn��ro/ri� − 1����2 − �ui�/�ui� + ��2 − �uo�/�uo��ri

3/ro
3���2 �22�
Results

3.1 Velocity Distribution. Since temperature distribution and
eat transfer characteristics depend on the flow field, it is helpful
o examine the effect of various parameters on the velocity distri-
ution. Although the tangential velocity in the macroscale cylin-
rical Couette flow decreases monotonically with distance from
he rotating inner surface, this is not always the case under rar-
fied conditions �6�. It is instructive to determine how this anoma-
ous velocity behavior affects temperature distribution and Nusselt
umber. Depending on the value of the momentum accommoda-
ion coefficient, a velocity inversion can occur. Yuhong et al. �6�
dentify three cases: a fully inverted profile in which the velocity
ncreases monotonically with radial distance, a partially inverted
rofile where the velocity decreases and then increases, and no
nversion where the velocity decreases monotonically. Full inver-
ion occurs if

�uo � 2�1 +
1

2Kn

1 + �ro
2/ri

2�
1 − �ri/ro� �−1

�23�
2�1 +
1

2Kn

1 + �ro
2/ri

2�
1 − �ri/ro� �−1

� �uo � 2�1 +
1

Kn

1

1 − �ri/ro��−1

�24�

The no inversion case holds if

�uo � 2�1 +
1

Kn

1

1 − �ri/ro��−1

�25�

According to Eq. �23�, in the slip flow domain defined by Eq. �1�,
full velocity inversion takes place at very small values of �uo. For
example, at Kn=0.1 and ro /ri=1.5, full inversion occurs at values
of �uo smaller than 0.04. Figure 2 gives the velocity distribution
for various values of the Knudsen number for �ui=�uo=0.03 and
ro /ri=1.5. Equation �23� is satisfied at Kn=0.1 giving a fully
inverted profile. At Kn=0.05, Eq. �24� is satisfied and thus the
profile is partially inverted. According to Eq. �25�, the velocity
decreases monotonically for Kn	0.0457, as indicated in Fig. 2.
Partial inversion is also shown in Fig. 3 for �ui=�uo=0.1, ro /ri
=3, and Kn=0.1. Velocity profiles corresponding to other combi-

nations of �ui and �uo are shown in Figs. 4�a�–4�c� for ro /ri

APRIL 2008, Vol. 130 / 042404-3
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1.5. These graphs illustrate the significant impact of �ui and �uo
n velocity. As might be expected, �ui and �uo affect slip veloci-
ies at their respective surfaces. Decreasing values of the accom-

odation coefficients result in increasing the slip velocity and a
eneral flattening of the velocity profiles. Increasing the Knudsen
umber has the same effect on the profiles, progressing toward
niform velocity distribution, as shown in Figs. 2–4. Examination
f these results shows that solutions for all values of the Knudsen
umber intersect at a common location r* /ri. This location can be
etermined analytically for all values of ro /ri , �ui, and �uo by
ifferentiating Eq. �6� with respect to Kn, setting the result equal
o zero and solving for r* /ri to obtain

r

ri
= � �ro

3/ri
3� + ���ui�2 − �uo��/��uo�2 − �ui���

�ro/ri� + ��ui�2 − �uo��/��uo�2 − �ui��

1/2

�26a�

or the special case of �ui=�uo=�, Eq. �26a� simplifies to

ig. 2 Velocity distribution showing partial inversion at Kn
0.05 and total inversion at Kn=0.1

ig. 3 Velocity distribution showing partial inversion at Kn

0.1

42404-4 / Vol. 130, APRIL 2008
r

ri
= � �ro/ri�3 + 1

�ro/ri� + 1
�1/2

�26b�

This special case is presented in Ref. �6�. However, according to
Eq. �26a�, the family of velocity profiles intersect at a common

Fig. 4 Effect of �ui and �uo on the intersection point of veloc-
ity profiles
location regardless of the values �ui and �uo, and for all values of

Transactions of the ASME



t
m
e
w
o
m
b

v
o
T
a
s
f
�
t
F
K
v
o
o
t
t
�
s
c
h

i
c
t
e
s
a
t
p
i
c
d
d
i

o

F
p

J

he Knudsen numbers. This location shifts as values of the accom-
odation coefficients are changed, as shown in Figs. 2–4. Refer-

nce �6� compares analytical predictions of the tangential velocity
ith the DSME data of Ref. �9� for Kn=0.5. Although this value
f the Knudsen number is outside the validity of the continuum
odel, results show that the two solutions exhibit similar

ehavior.
It is important to note that the effect of Knudsen number on

elocity reverses direction for r /ri�r* /ri. Changes in the values
f �ui and �uo shift the location of r* /ri between the two surfaces.
his is evident in Figs. 4�a�–4�c� where three combinations of �ui
nd �uo are used. These results show that a decrease in �ui or �uo
hifts the intersection location away from their respective sur-
aces. In Fig. 4�a�, the intersection location is r* /ri=1.323 for
ui=�uo=1.0. Decreasing �uo from 1.0 to 0.1 shifts the intersec-

ion point close to the inner surface to r* /ri=1.045, as shown in
ig. 4�b�. Consequently, the velocity increases with increasing
nudsen number throughout much of the channel. In addition,
elocity slip diminishes at the inner surface and increases at the
uter surface. On the other hand, decreasing �ui to 0.1 has the
pposite effect. For this case, the intersection point moves close to
he outer surface to r* /ri=1.486, as indicated in Fig. 4�c�. Here,
he velocity decreases with increasing Knudsen number for 1.0

r /ri�1.486. Furthermore, comparing Fig. 4�a� with Fig. 4�c�
hows that velocity slip diminishes at the outer surface and in-
reases at the inner surface with increased Knudsen number. This
olds for all values of Kn examined.

3.2 Temperature Distribution. Of particular interest is the
nfluence of velocity distribution on temperature and heat transfer
haracteristics. Examination of solution �10� shows that tempera-
ure distribution depends on Kn, �ui, �uo, �to, ro /ri, and gas prop-
rties. Figure 5 gives the temperature distribution for air corre-
ponding to the velocity profiles of Fig. 2. Full velocity inversion
t Kn=0.1 results in very low, and nearly uniform, temperature
hroughout the channel. For partial inversion at Kn=0.05, tem-
erature level increases but remains nearly uniform. In the no
nversion range, Kn�0.0457, the temperature continues to in-
rease with decreasing Kn, departing progressively from uniform
istribution. Temperature jump at the outer surface is negligible
ue to the high energy accommodation coefficient and low Kn, as
ndicated in boundary condition �9�.

Figure 6 shows the temperature distribution for the three cases

ig. 5 Full, partial, and no velocity inversion effect on tem-
erature distribution
f Fig. 4 for �to=1. Temperature profiles for �ui=�uo=1.0, shown

ournal of Heat Transfer
in Fig. 6�a�, follow their corresponding velocity profiles in Fig.
4�a�. However, unlike the velocity case, temperature profiles for
various values of Kn do not intersect at a common location. Nev-
ertheless, in some cases, they appear to intersect over a narrow
range of r /ri. This has important implications since, as with the
velocity case, the effect of Knudsen number on temperature re-
verses direction as this region is traversed. Decreasing �ui or �uo

Fig. 6 Effect of Knudsen number, �ui, and �uo on temperature
distribution in air, �=1.4, Pr=0.7
to 0.1 shifts the intersection region toward the outer surface and

APRIL 2008, Vol. 130 / 042404-5
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ignificantly lowers fluid temperature at the inner surface, as
hown in Figs. 6�b� and 6�c�. In contrast, the effect of �uo on
elocity is more pronounced at the outer surface.

The role of energy accommodation coefficient,�to, is examined
n Figs. 6–8 for the special case of ro /ri=1.5. Comparing Fig. 6
ith Fig. 7 shows that important changes in temperature distribu-

ion occur as �to is reduced from 1.0 to 0.5. First, constant Knud-
en number curves do not intersect in Fig. 7. In fact, gradually
ecreasing �to from unity shifts the intersection region toward the
nner surface and vanishes for �to=0.5. Second, an increase in
nudsen number is accompanied by an increase in temperature

hroughout the channel. This is not the case in Fig. 6. Third,
ignificant increase in temperature follows a reduction in �to from
.0 to 0.5. For example, at r /ri=1.25 for �ui=�uo=1.0 and Kn
0.1, the dimensionless temperature increases by 53%, and tem-
erature jump at the outer surface increases by 200%. To further
valuate the effect of the energy coefficient on temperature, results
ere obtained for various values of �to. Figure 8 examines the

ase of �ui=�uo=1.0, ro /ri=1.5, and Kn=0.1 with �to varied
rom 0.25 to 1.0. This result shows that temperature increases

ig. 7 Inversion of Knudsen number effect as �to is reduced
rom 1.0 „Fig. 6„c…… to 0.5 for air, �=1.4, Pr=0.7

ig. 8 Effect of the energy accommodation coefficient on tem-

erature distribution in air, �=1.4, Pr=0.7

42404-6 / Vol. 130, APRIL 2008
monotonically with decreasing �to throughout the channel. Fur-
thermore, temperature gradient at a given location is independent
of �to, as indicated in solution �10�.

3.3 Nusselt Number. According to solution �15�, the Nusselt
number depends on Kn, �uo, �to, ro /ri, and gas properties. How-
ever, it is independent of �ui. This follows from the definition of
Nu in Eq. �14� where both numerator and denominator are directly
proportional to �ui. Figure 9 examines the effects of �uo ,�to, and
curvature on the Nusselt number for air at Kn=0.1. For �uo
=0.03, the velocity profile is fully inverted, as shown in Fig. 2. As
�uo is increased, velocity profiles move progressively to no inver-
sion. This trend results in a decrease in the Nusselt number for a
given ro /ri. For example, at ro /ri=1.5 and Kn=0.1, the Nusselt
number decreases by 17% as �uo is increased from 0.03 to 1.0. To
explain this behavior, we return to the definition of the Nusselt
number in Eq. �14�. According to boundary condition �5�, velocity
slip at the outer surface decreases as �uo is increased. This results
in an increase in dissipation, surface flux, and Tm−T0. Although
both numerator and denominator in Eq. �14� increase, the net ef-
fect is a drop in Nusselt number.

Turning to the energy accommodation coefficient, Fig. 9 shows
that reducing �to results in a significant decrease in the Nusselt
number. For example, at �uo=1, ro /ri=1.5, and Kn=0.1, the Nus-
selt number decreases by 32% as �to is reduced from 1.0 to 0.5.
To explain this, we note that since properties are assumed con-
stant, a change in �to does not affect the flow field. Thus, dissi-
pation, surface heat flux, and flow rate are independent of �to.
However, a decrease in �to is accompanied by an increase in
temperature jump. This leads to an increase in Tm−T0 and conse-
quently a decrease in Nusselt number.

The Nusselt number for Kn→0, Numacro, is shown in Fig. 9.
For the parameters considered in this figure, the effect of rarefac-
tion is to decrease the Nusselt number. This is consistent with
results observed in microchannels such as parallel plates and tubes
�10–12�. However, departure from the Numacro diminishes as ro /ri
increases. In Fig. 10, curvature is extended to ro /ri=3. The be-
havior of the Nusselt number with regard to �uo and �to is similar
to Fig. 9. However, in Fig. 10, values of the Nusselt number begin
to rise about Numacro as ro /ri is increased. This is due to the effects
of velocity slip and temperature jump, which tend to flatten the
Nusselt number curves.

In Fig. 11, the Knudsen number is reduced to 0.01 with �to

Fig. 9 Effect of �uo and curvature on Nusselt number for Kn
=0.1 in air, �=1.4, Pr=0.7
=0.5 and ro /ri=3. Comparing Fig. 10 with Fig. 11 shows that the
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usselt number decreases with increasing Knudsen number. For
xample, for �uo=1, �to=0.5, and ro /ri=1.5, the Nusselt number
ecreases by 42% as the Knudsen number is increased from 0.01
o 0.1.

3.4 Curvature. Solutions �6�, �10�, and �15�, show that veloc-
ty, temperature, and Nusselt number depend on the curvature pa-
ameter ro /ri. The limiting case of ro /ri→1 represents parallel
lates. Figures 9–11 show the effect of curvature on the Nusselt
umber. Increasing the curvature results in a decrease in the Nus-
elt number for various combinations of the parameters Kn, �uo,
nd �to. In interpreting curvature influence in Figs. 9–11, special
ttention should be given to the definition of the Knudsen number
n Eq. �2� and the Nusselt number in Eq. �14�. Equation �2� shows
hat Kn depends on ro /ri. Thus, for constant � and Kn, an increase
n ro /ri must be accompanied by a decrease in both ri and ro such

ig. 10 Effect of �uo, �to, and curvature on Nusselt number for
n=0.1 in air, �=1.4, Pr=0.7

ig. 11 Effect of �uo and curvature on Nusselt number for

n=0.01 in air, �=1.4, Pr=0.7

ournal of Heat Transfer
that ro−ri remains constant. It follows that a constant Kn curve
defines concentric cylinders having a fixed gap, ro−ri. The defi-
nition of Kn in Eq. �2� and the parameter ro /ri specify the radii ri
and ro as

ri =
�

Kn��ro/ri� − 1�
ro = ri

ro

ri
�27�

The reduction in Nusselt number with increasing ro /ri can be
explained by examining the effect of ro /ri on dT�ro� /dr and Tm

−T0 in Eq. �14�. An increase in ro /ri is accompanied by a reduc-
tion in ri, ro, u, and T, and an increase in velocity slip at ri. This
results in a decrease in dissipation and heat flux at the outer sur-
face. The effect on Tm−T0 is evaluated using the definition of Tm
in Eq. �13�. Since both u and T decrease, their effect on Tm−T0
cannot be predicted qualitatively. For the values of �uo, �to, and
Kn used in this example, the net effect is a decrease in the Nusselt
number. Figure 11 examines the effect of �uo and ro /ri on the
Nusselt number for Kn=0.01 and �to=0.5. It shows a decrease in
the Nusselt number as �uo is increased for a given ro /ri. To ex-
plain this behavior, we return to the definition of the Nusselt num-
ber in Eq. �14�. According to boundary condition �5�, velocity slip
at the outer surface decreases as �uo is increased. This results in
an increase in dissipation, surface flux, and Tm−T0. Although both
numerator and denominator in Eq. �14� increase, the net effect is a
drop in Nusselt number.

3.5 Surface Heat Transfer. Under steady state conditions,
dissipated frictional energy leaves the channel through the outer
surface. Based on solution �22�, surface heat flux is a function of
Kn, �ui, �uo, and ro /ri. However, it is independent of the energy
accommodation coefficient �to. Examination of the temperature
distribution �10� shows that �to affects the temperature level uni-
formly throughout the channel. Figure 12 gives the variation of
heat flux with �ui and �uo for ro /ri=1.5, and Kn=0.01 and 0.1.
Since dissipation is inversely proportional to velocity slip, it fol-
lows that surface flux increases as �ui and �uo are increased.
Changes in �ui and �uo near the highest value of unity have con-
siderably less impact on surface flux than changes at low values.
Since values �ui and �uo for gas flow over several surfaces are
close to unity �8�, uncertainty in �ui and �uo does not result in
large errors in determining surface heat flux. Since velocity slip is
also proportional to Kn, Fig. 12 shows an increase in heat flux as
Kn is decreased from 0.1 to 0.01.

3.6 Examples. To examine the magnitude of temperature rise

Fig. 12 Surface heat flux variation with �ui and �uo
due to dissipation, solution �21� is applied to the following cases.

APRIL 2008, Vol. 130 / 042404-7
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Case 1: Air at 20°C, ri=10 �m, ro=20 �m, Kn=0.0063, �
106 rpm, and �ui=�uo=1.0. Equation �21� gives T�ri�−T�ro�
8.5�10−4°C. This temperature rise is indeed insignificant. The

angential velocity of the inner cylinder for this case is 1.05 m /s.
hus, dissipation at this low velocity is negligible and conse-
uently fluid temperature rise is very small.

Case 2: Air at 20°C, ri=1000 �m, ro=1010 �m, Kn=0.0065,
ui=�uo=1.0, and �=106 rpm. Equation �21� gives T�ri�−T�ro�
3.84°C. The tangential velocity of the inner cylinder is
05 m /s.

Conclusions
In this investigation, the microcylindrical Couette flow and heat

ransfer problem is solved analytically. The solution is used to
arry out a parametric study of the effects of rarefaction, dissipa-
ion, curvature, and momentum and energy accommodation coef-
cients on flow and heat transfer characteristics. Key findings are

he following.

�1� Velocity profiles for all Knudsen numbers intersect at a
common location, r* /ri, regardless of the values of �ui and
�uo. This location is predicted analytically. It shifts between
the inner and outer surfaces as the values of �ui and �uo are
changed.

�2� The momentum and energy accommodation coefficients
have major impact on temperature distribution, heat trans-
fer, and Nusselt number. Under certain conditions, but not
always, temperature profiles for all values of Knudsen
number intersect over a narrow range of r /ri. Knudsen
number effect on temperature reverses direction as this re-
gion is traversed. For all cases, fluid temperature rise across
the channel, T�ri�−T�ro�, decreases as the Knudsen number
increases. However, it is independent of the energy accom-
modation coefficient �to.

�3� Decreasing �ui and/or �uo increases velocity slip, leading to
a reduction in dissipation, temperature, and surface heat
flux.

�4� The Nusselt number decreases with increasing Knudsen
number, the momentum accommodation coefficient of the
outer surface, and curvature. However, the energy accom-
modation coefficient has the opposite effect and the mo-
mentum accommodation coefficient of the inner surface,
�ui, plays no role.

�5� Curvature, as measured by ro /ri, affects velocity, tempera-
ture, surface heat flux, and Nusselt number. For the special
case of ro /ri→1, the cylindrical geometry approaches par-
allel plate Couette flow. Depending on the value of ro /ri,
using parallel plates to model cylindrical Couette flow can
result in large errors.

�6� Surface flux is independent of the energy accommodation
coefficient.
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Nomenclature
h 
 heat transfer coefficient, W /m2°C
k 
 thermal conductivity, W /m°C

Kn 
 Knudsen number
Nu 
 Nusselt number
Pr 
 Prandtl number
q� 
 surface heat flux, W /m2

r 
 radial coordinate, m
r* 
 intersection location of velocity profiles, m
T 
 temperature, °C

Tm 
 mean temperature, °C

Greek
� 
 specific heat ratio
� 
 mean free path, m
� 
 viscosity, kg/m s
�t 
 energy accommodation coefficient
�u 
 momentum accommodation coefficient
� 
 angular velocity, rad/s

Subscripts
i 
 inner surface

macro 
 corresponding to Kn→0
o 
 outer surface
t 
 temperature
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The Experimental Exploration of
Embedding Phase Change
Materials With Graphite
Nanofibers for the Thermal
Management of Electronics
To improve the thermal performance of phase change materials (PCMs), graphite nanofi-
bers were embedded into a paraffin PCM. The thermal effects of graphite fiber loading
levels �0–5 wt % � and graphite fiber type (herringbone, ribbon, or platelet) during the
melting process were examined for a 131 cm3 volume system with power loads between
3 W and 7 W �1160–2710 W /m2�. It was found that the maximum system temperature
decreased as graphite fiber loading levels increased and that the results were fiber-
structure dependent. �DOI: 10.1115/1.2818764�

Keywords: paraffin, graphite nanofiber, phase change material (PCM), thermal
management
ntroduction
Phase change materials �PCMs� are materials that undergo a

hase transformation, typically the solid-liquid phase transforma-
ion, at a temperature within the operating range of the thermal
pplication. The latent heat absorption inherent in the phase
hange process results in the maintenance of a constant operating
emperature during the melt process. In transient applications,
CMs can thus be used to absorb heat and maintain operation at a
pecified temperature. PCMs have been shown to be effective in
ransient thermal abatement by slowing the rate of temperature
ncrease during transient operation �1�.

While basic PCM systems have proven to be effective in low
olume applications �2–12�, in larger volumes, the low thermal
onductivity of the PCM �for example, 0.2 W /m K for tricosane�
mpedes the thermal performance. The low thermal conductivity
reates a high conductive thermal resistance and leads to the iso-
ation of the melt process near the heat source. Pal and Joshi �13�
umerically analyzed the melting of PCM using a uniformly dis-
ipating flush mounted heat source in a rectangular enclosure and
stablished that for low thermal conductivity PCMs, melting is
ocalized near the heat source, whereas for higher conductivity,
eat is more effectively distributed throughout the mass. Krishnan
t al. �14� studied a hybrid heat sink/paraffin combination for use
n electronics cooling applications, finding that paraffin alone is
nsuitable for transient heating applications due to its low thermal
iffusivity. Therefore, for high power applications the design must
e adapted to facilitate more effective heat flow into the PCM.

The PCM is typically contained within a sealed container �mod-
le� located adjacent to the heat source. The PCM can melt as it
bsorbs heat and then resolidify at the end of a power cycle within
his container module. In some cases, embedded finned heat sinks
15–19� or metallic foams �20–22� have been used to facilitate the
eat penetration from the module walls into the contained PCM
y providing a heat flow path to the module center and thus en-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 10, 2006; final manuscript re-
eived May 1, 2007; published online March 18, 2008. Review conducted by Suresh

. Garimella.

ournal of Heat Transfer Copyright © 20
suring effective heat absorption through an even melt process.
However, the use of embedded heat sinks and metallic foams has
several significant disadvantages, including added weight, dis-
placed PCM, and the difficulty of manufacturing foams in thick
enough layers for larger modules. This project investigates the use
of graphite nanofibers suspended within the PCM to increase ther-
mal performance without significantly increasing module weight
or size.

One of the most commonly studied PCMs is paraffin wax. Par-
affin waxes in general are inexpensive, thermally and chemically
stable, and have a low vapor pressure in the melt �23�. In this
project, graphite nanofibers are mixed uniformly into a paraffin
wax blend with a melt temperature of 56°C and the thermal per-
formance of the system is quantified.

Graphite nanofibers �GNFs� generally have diameters of
2–100 nm and lengths of up to 100 �m �24�. The advantage of
using GNF as the conductivity enhancer is that they exhibit high
surface area �25� and possess thermal properties, which are of the
same order of magnitude of carbon nanotubes �24�, but with a
significantly easier and less expensive production process �25�.
The suspension of graphite nanofibers in the PCM is expected to
improve the thermal diffusivity and thus the thermal performance
by reducing the bottlenecking of heat flux at the source. The em-
bedding of graphite nanofibers will accomplish this through in-
creased conductivity of the composite material and possibly
through an additional nanofluid-type enhancement effect through
Brownian motion of the particles when suspended in the liquid
phase. This will be accomplished with low fiber loading levels,
thus preserving a maximum volume for PCM and maximizing the
possible heat absorption and duration of melt process.

The GNFs used in this study are grown through the catalytic
deposition of hydrocarbons and/or carbon monoxide over metal
catalysts in a reducing atmosphere using a process previously de-
scribed �25�, which will be thus only covered in summary here.
The carbon precipitates as graphite, which initially encapsulates
the metal particle. The catalyst particle is “squeezed” through,
leaving a perfectly formed graphite plane. As each graphite plane
is formed, the fiber grows longer along an axis extending out-
wards from the metal catalyst particle. Through precise manage-

ment of the deposition process, the resulting orientation of these

APRIL 2008, Vol. 130 / 042405-108 by ASME
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raphite planes can be controlled. The standard forms, which are
ccurately created in our laboratory, include the ribbon, platelet,
nd herringbone styles depicted in Fig. 1. As seen in Fig. 1, the
rientation of the graphitic basal plane is distinctly different in
ach case, which may lead to differences in their thermal perfor-
ance. This will be investigated as part of this study. The solid

articles shown in the middle of each fiber in Fig. 1 are the me-
allic catalysts upon which the fibers were grown. It is possible to
trip the catalyst particle from the fiber after it is grown, but this
as not done for this study. During the growth process, the her-

ingbone fibers exhibit a strong tendency to interlink, often creat-
ng a spongy agglomeration of particles. This characteristic may
e particularly effective in creating a network of linked fibers thus
reating a percolation network to effectively spread the heat
hroughout the PCM. This is the first study, which investigates the
se of GNFs with controlled orientation graphite layers to im-
rove PCM performance for application in transient thermal man-
gement.

The closest previous studies include that of Py �26�, which
xplored the use of amorphously shaped graphite powders embed-
ed in PCMs in which with high carbon loading in the solid
raphite-PCM matrix achieved the same thermal conductivity of
he sole graphite matrix and that of Lafdi et al. �27�, which ex-
lored the response of PCMs embedded with carbon nanofibers of
nreported orientation and surface area during the solidification
rocess only. To the best knowledge of the authors, to date no
tudies have been performed on the use of GNFs with precisely
ontrolled graphite plane orientation to enhance the thermal per-
ormance of PCMs during the melting phase.

In this study, the thermal performance of unique PCM/GNF
ixtures created using each of the three types of graphite nanofi-

ers shown in Fig. 1 is quantified as a function of fiber loading
evels for power loads of 3–7 W in transient operation. The per-
ormance of the PCM/GNF mixture in both the solid and liquid
hases as well as the interaction of the moving boundary between
he two phases is examined to understand the heat transfer funda-

ig. 1 Styles of graphite nanofibers „a… ribbon, „b… platelet,
nd „c… herringbone †25‡
entals of this nanoenhanced material

42405-2 / Vol. 130, APRIL 2008
Experimental Equipment
The PCM module is a cube with an internal sidewall dimension

of 5.08 cm and a total internal volume of 131 cm3. The cube
sidewalls are fabricated from 4.76 mm thick Kydex T Acrylic/
PVC with a thermal conductivity of 0.15 W /m K. The bottom of
the cube is fabricated from 1.58 mm thick copper 110 alloy with a
thermal conductivity of 391 W /m K.

A constant flux is applied to the bottom surface using a 5.08
�5.08 cm2 Kapton resistance heater secured with high tempera-
ture metallic tape and centered directly below the internal volume
of the cube. The top surface of the cube is an isothermal cold plate
maintained at 5°C using a 50 /50 mixture of water and antifreeze
supplied from a constant temperature bath. The entire cube is
insulated from the environment using fiberglass insulation. This
cold plate temperature will remain unchanged throughout the heat
absorption process �presented in this paper� and the resolidifica-
tion process �with the heater turned off�. In the situation studied
here, it is desired to minimize the recharge time and the soldifi-
cation occurs faster with the cold plate in place. The choice of
cold plate temperature is lower than ambient for this reason, but
the choice of cold plate temperature will not affect the fundamen-
tal behavior of the nanoenhanced PCM.

Five Type T thermocouples �1 /16 in OD, stainless steal
sheathed� extend into the PCM module through one sidewall to
record the transient temperature response of the PCM at several
locations and depths �Fig. 2�. These thermocouples were held se-
curely in place using external clamps and did not move during the
test run. Thermocouple “bottom” was 1.27 cm from the bottom
surface and 2.54 cm from either side, along the centerline of the
module. Thermocouple “top” was 3.81 cm from the bottom sur-
face and also along the centerline of the module. Three “middle”
thermocouples were placed 2.54 cm from the bottom surface, with
one on the centerline of the module, one 1.27 cm from the left
side, and the third 1.27 cm from the right side. An additional
surface mount Type T thermocouple was located between the
heater and the bottom surface of the PCM module to record base
temperature. Heat losses from the thermocouples were quantified
�1� and were less than 2%.

The PCM module was designed to establish heat flow from the
bottom heater to the top surface to best analyze the effects of the
embedded nanofibers on the PCM in a controlled environment. As
a zero flux boundary along the sidewalls is not physically achiev-
able, the walls were fabricated from low conductivity material and
further insulated to minimize sidewall heat losses. The applied
temperature difference from top to bottom forces most of the heat
flux to travel vertically from bottom to top of the container and
not out through the sidewalls. Using the thermocouple measure-
ments, it is observed that large temperature differences are found
from bottom to top, while the measurements along the same hori-

Fig. 2 PCM module illustrating thermocouple hole spacing.
The spacing is in centimeters.
zontal plane consistently measured within 1-2°C of each other,
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onfirming that heat conduction in the vertical direction is the
ominant path while losses out the insulated sides are small in
omparison. However, as the PCM changes phase, under certain
ircumstances, the critical Rayleigh number of the problem is ex-
eeded and convection currents are initiated within the module,
reating a more complex heat flow field.

It is noted that as the sidewall conductivity �0.15 W /m K� is of
he same order as the base PCM conductivity �0.25 W /m K�, a
mall proportion of applied power is conducted directly along the
all height to the cold plate. This proportion decreases as the
CM conductivity increases with the embedded nanofibers creat-

ng a lower thermal resistance through the GNF/PCM than
hrough the walls.

xperimental Procedures
The PCM module must be filled with the PCM in its liquid

hase. This is because the density is larger in the solid phase so as
he PCM solidifies it contracts leaving an ullage space at the top
f the module. To completely fill the module, 105 g of solid par-
ffin wax is melted completely at 56°C and carefully transferred
o the module for pure PCM baseline testing. In the solid phase,
he base PCM material has a thermal conductivity of
.25 W /m K, a heat capacity of 2.1 kJ /kg K, and a latent heat of
usion of 34 kJ /kg.

For the GNF/PCM blends, 105 g of paraffin wax is melted and
n appropriate weight of the selected style of graphite nanofiber is
arefully added to the liquid paraffin wax to create the proper
eight percentage �wt %�. The graphite nanofibers are added to

he PCM to create weight percentages �wt %� of 0.25%, 0.5%,
.0%, and 5% for each of the selected types: ribbon, platelet, and
erringbone �see Fig. 1�. The graphite nanofibers were manufac-
ured by the catalytic decomposition of various hydrocarbons as
iscussed in the Introduction and as well described in a previous
aper �25�. Representative samples of nanofibers were measured
y transmission electron microscopy and ranged in diameter from
nm to 10 nm with nominal lengths of 1 �m.
The liquid PCM/GNF mixture is then sonicated for 4 h using a

ONICS VC505 Ultrasonic Processor with a 0.635 cm stepped
icrotip to ensure thorough mixing and even distribution of the
NF throughout the PCM. Following sonication, the liquid mix-

ure is poured gently into the module with the thermocouples al-
eady in place, completely filling it. The sonication results in the
andom and uniform dispersion of fibers within the PCM. How-
ver, as they are suspended, and not anchored in any way to the
CM, the fibers will move randomly. They stay uniformly distrib-
ted during this time. When left in the liquid phase to observe any
ettling effects, the GNF remained uniformly distributed for the
uration of each test, which lasted a minimum of 24 h. The mix-
ure is cooled completely to room temperature before the testing
akes place so that each test begins with the PCM in the solid
hase with a consistent initial condition of Tinitial=22°C. A vol-
me decrease takes place upon phase transition from liquid to
olid, creating a concave ullage space at the top of the module.

After each experiment the PCM/GNF mixture is resonicated if
he test is to be repeated. If resonficiation is not completed, sig-
ificant settling of the GNF is observed by the third melting/
olidification cycle. It appears to be the volume expansion/
ontraction, which drives the settling process. Additives, which
an prevent fiber settling, are being investigated, but those are not
ddressed in this paper.

The heat capacity and thermal conductivity of the PCM/GNF
lends in the solid phase were measured experimentally and re-
ults are presented in Table 1. Heat capacity was measured by a
ifferential scanning calorimeter �TA Instruments, model DSC
010�. The thermal conductivity of the fiber-PCM matrix was
easured for the solid phase using a 100 cm3 sample. The sample
as prepared by filling the 131 cm3 PCM module with the liquid
NF/PCM mixture. This mixture was allowed to cool and so-
idify, contracting in volume with the phase change. The resulting

ournal of Heat Transfer
solid with a concave ullage space was removed from the module
and cut into a perfect 100 cm3 sample. This sample was insulated
with fiberglass insulation and instrumented with thermocouples at
precisely known locations along its height �along the centerline�.
A known amount of low power was applied using resistance heat-
ing placed in the exact center of the cube and the system was
allowed to reach steady state. The power load was selected to
allow the cube to always stay below the melt temperature. With
the known power load and separation distance of the thermo-
couples, the thermal conductivity of the solid could be calculated
using Fourier’s law. It can bee seen that the addition of the GNF
has a strong influence on thermal conductivity, increasing it two
orders of magnitude, while not adversely affecting the heat capac-
ity.

At the start of each test run, the sample solid in the module is at
a consistent initial condition of 22°C. In order to avoid dealing
with two transient conditions simultaneously, the cooling water
flow is first initiated to the cold plate and the module temperatures
are allowed to stabilize before power is supplied to the heater.
This develops a known temperature profile in the solid matrix.
The heater is then turned on and the transient response of the
PCM blend is recorded using the five embedded thermocouples
and the base thermocouple. The thermocouple responses are re-
corded every 5 s to properly capture the nature of the transient
response over the 10 h it takes to establish steady-state conditions.
However, the shear volume of data over this duration necessitates
that for clarity the temperature response be reported only every
20 min on the graphical representation of the data in this paper.
The full data set has been analyzed and no discontinuities are seen
between presented data points. The applied power is varied from
3 W to 7 W. 3 W allows the study of the thermal response of the
material without a complete phase transition, while 7 W is enough
power to trigger the phase transformation.

Results and Discussion
This project investigates the use of suspended graphite nanofi-

bers to improve the transient thermal response of PCM systems.
The thermal performance of paraffin PCM/GNF mixtures created
using each of the three types of graphite nanofibers shown in Fig.
1 is quantified as a function of fiber loading level for weight
percentages �wt %� of 0.25%, 0.5%, 1.0%, and 5% and power
loads of 3–7 W in transient operation. The performance of the
PCM/GNF mixture in both the solid and liquid phase as well as
the interaction of the moving boundary between the two phases is
examined.

Figure 3 shows the transient response of the pure paraffin PCM
with 7 W of applied power. The primary temperature difference is
seen to be from bottom to top with a temperate gradient of
10–35°C. The primary heat flow path is designed to be from
bottom to top and consistent with this design; the three middle
thermocouples were found to consistently record temperatures
within 1–2°C of each other. Thus for clarity of the graphs, the

Table 1 Thermal properties „Cp=heat capacity, k=thermal
conductivity, and �=thermal diffusivity… of PCM and PCM/GNF
composites

Material
Cp

�kJ/kg K�
k

�W/m K�
�*106

�m2 /s�

Base PCM 2.1 0.25 0.14
PCM /0.25 wt % Herringbone GNF 2.1 3.5 1.9
PCM /0.25 wt % Platelet GNF 2.2 2.9 1.5
PCM /0.25 wt % Ribbon GNF 2.1 2.1 1.1
PCM /5 wt % Herringbone GNF 1.9 17.2 10.0
PCM /5 wt % Platelet GNF 2.0 25.3 13.9
PCM /5 wt % Ribbon GNF 2.1 29.8 15.6
average value of the three middle thermocouples is presented.

APRIL 2008, Vol. 130 / 042405-3
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dditionally, although data were collected every 5 s, for clarity
ver the long time scale of the experiment the temperature re-
ponse is reported only every 20 min. The full data set has been
nalyzed and no discontinuities are seen between presented data
oints. The graphical representation of the data begins at the time
he heater is turned on. At this point, the cold plate has already
een initiated and the initial condition of ambient temperature
hroughout the PCM has been affected by the cold plate, estab-
ishing the temperature profile shown at time represented as t=0
n Fig. 3.

The difference in the transient response of the thermocouples at
he different distances from the heat source is clearly evident,
ndicating a strong effect of the low thermal conductivity of the
CM material. The bottom thermocouple, which in the PCM is
losest to the heater, closely follows the transient temperature
rend of the base heater. This location does exhibit a slight tem-
erature overshoot of about 4°C before settling to steady state,
hich is attributed to the stratification of temperatures occurring
efore the establishment of Rayleigh–Benard convection currents
ven out the temperature distribution in the liquid.

A significant temperature differential between the top and bot-
om thermocouples is established and reaches as high as 35°C
bout 90 min into the test. At this point, the module features a
eated liquid layer at the bottom with solid PCM toward the top.
he bottom thermocouple records the heating of the liquid layer
hile the top thermocouple remains firmly embedded in the solid

ayer until the melt front reaches the top of the module. Once the
ntire volume is in the liquid state, the internal Rayleigh–Benard
onvection currents act to mix the volume and lead to a tempera-
ure equilibration, which occurs 8°C above the melting tempera-
ure of the PCM. The thermal response, as expected, creates a
tefan problem with the melt front progressing until the entire
ass transitions from solid to liquid.
It can be seen in Fig. 3 that there is no point at which the

emperature remains steady at the melt temperature for an ex-
ended period of time. This is due to the nature of the heating
rocess and the measurement techniques used in this low conduc-
ivity solid. As the PCM is heated, as seen in Fig. 3, a significant
emperature difference develops between the bottom and top of
he module. As discussed, this leads to a heated liquid layer at the
ottom with a solid layer of PCM floating above. As the melt front
lowly progresses from bottom to top, each embedded thermo-
ouple transitions in turn from being embedded in solid PCM to
eing exposed to the heated liquid layer. The entire mass of PCM
id not heat up uniformly to the melt temperature and maintain
peration at this point for an extended period, as is often desired
n phase change thermal management systems. Instead, we see a
ariation on the Stefan problem with a slow progression of the

ig. 3 Transient thermal response of pure paraffin PCM mod-
le with 7 W applied power
elt front through the module from bottom to top.

42405-4 / Vol. 130, APRIL 2008
The top thermocouple reached steady state and bulk of the
PCM was entirely melted 1.3 h after the bottom thermocouple
first reaches the steady-state temperature and this temporal lag
between two thermocouples located only 2.54 cm apart is related
to the reduced ability of the heat to penetrate the PCM mass. It is
clear that the low thermal conductivity and thermal diffusivity of
the PCM �see Table 1� limit the effectiveness of the PCM. If a
system is exposed to a discrete thermal load as is the case here,
the low-conductivity PCM may not be able to absorb and suppress
the transient heat loads quickly enough. Instead, the response will
be isolated near the heat source and the volume of PCM farthest
away will not respond to the applied heat load or contribute to the
thermal management. This may limit the effectiveness of this
technique for high power and fast transient heat loads. The re-
mainder of this paper explores the use of GNFs as additives to the
PCM to enhance the thermal response. This can be done using
small fiber loadings, displacing very little of the PCM in the mod-
ule and thus maximizing the available thermal storage. By im-
proving the thermal diffusivity and thus the response time to an
applied heat load, the effectiveness of the PCM as a transient
thermal abatement technique is improved.

Under ideal conditions, the PCM with embedded GNFs will
heat quickly and all locations within the module will reach the
melt temperature without significant temporal delays, avoiding
thermal bottlenecks at the heat source. Once the melt temperature
is reached, it would be desirable for the GNF/PCM mixture to
remain at this temperature for a long transient as the PCM melts
before finally obtaining a low steady-state temperature. The
steady-state temperature of the PCM and heat source must always
be maintained below the design temperature limit of the source. If
the final steady-state temperature falls below the melt tempera-
ture, the PCM will remain in the solid phase. In this case, the
PCM acts simply as a heat spreader. Although this would accom-
plish the ultimate goal of maintaining a heat source below a de-
sired operating temperature, this arrangement would not take full
advantage of the natural heat storage capabilities of the PCM. In
the case where the PCM remains solid, it will be possible to
provide more power to the device while still remaining below
desired operating temperature. Typically a PCM module would be
designed for a particular application to provide a long transient
period of effectiveness during which the PCM melts completely at
which time the source is turned off and the PCM allowed to re-
solidify.

The transient response of GNF/PCM mixtures in various wt %
for each of the fiber types is analyzed. The thermal situations,
which occur in these tests, are extremely complex and involve
physical interaction between several distinct states. Initially, the
entire mass is in the solid phase. As the heat penetrates the mass,
the melt temperature is reached first at the bottom of the module
and the progression of the melt front can be observed through the
module. During this time, the module features first a stable liquid
layer with a solid layer above, and conduction is the dominant
heat transfer mechanism in each phase. However, as the tempera-
ture in the liquid layer continues to rise, Rayleigh–Benard convec-
tion currents are induced in the liquid, while the solid phase re-
mains stable above this convective environment, leading to
convection-conduction interaction at the melt front. Finally, once
the entire mass has melted, the module contains a fully liquid
phase with convection and the steady-state temperature is ob-
tained with minimal thermal gradients throughout the module.
This behavior is made more complex by the addition of the GNF,
which increase the viscosity of the mixture at high wt % and thus
influence and even suppress the development of Rayleigh–Benard
convection in the liquid phase.

The thermal responses of 0.25 wt % mixtures of each GNF
style with 7 W of applied power are shown in Figs. 4–6. It is seen
that there is a significant difference in the thermal response be-
tween the pure PCM �Fig. 3� and the response of each of the

0.25% GNF/PCM mixtures �Figs. 4–6�. The pure PCM module
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eatured complete melting of the PCM mass and establishment of
ayleigh–Benard convection currents, which equalized the tem-
erature throughout the module at steady state. However, with the
ddition of 0.25 wt % GNF, only the mixture using ribbon style
bers exhibited complete melting. A significant delay to steady
tate is seen when compared to the pure PCM case. It took 10 h
or the melt front to reach the top thermocouple in the 0.25 wt %
ibbon GNF/PCM mixture as compared to 2.5 h for the pure

ig. 4 Transient thermal response of 0.25% herringbone GNF/
CM mixture with 7 W applied power

ig. 5 Transient thermal response of 0.25% platelet GNF/PCM
ixture with 7 W applied power

ig. 6 Transient thermal response of 0.25% ribbon GNF/PCM

ixture with 7 W applied power

ournal of Heat Transfer
PCM. The temperature response in Fig. 5 indicates that the move-
ment of the melt front stalls between the middle and top thermo-
couple locations for the 0.25% platelet GNF/PCM mixture, while
Fig. 4 shows that the melt front remains isolated below the mid-
plane of the module for the 0.25% herringbone GNF/PCM mix-
ture.

Although the thermal response is distinctly different for each
fiber style, even at this low weight percentage, none of the fiber
styles was able to significantly impact the thermal diffusivity
enough to effect a change in the temperature stratification between
thermocouples during the progression of the melt front. With both
the herringbone and platelet fibers, large temperature differences
persisted throughout the module both during the transient and at
steady states, since complete melting was not achieved. Figure 6
shows that the GNF/PCM mixture with ribbon fibers most effec-
tively conducted the heat throughout the PCM module and com-
plete melting was achieved, the ribbon GNF/PCM mixture did not
exhibit a significantly lower overall steady-state temperature when
compared to the pure PCM. However, the delay to steady state is
advantageous, leading to a longer transient effectiveness of the
PCM module without significant reduction in the available latent
heat of fusion for thermal energy storage.

Comparisons of the thermal response at the top and bottom
thermocouples for each mixture are shown in Figs. 7 and 8. The
thermal diffusivity of the ribbon and platelet GNF/PCM mixtures
was improved when compared to that of the pure PCM when in
the solid phase, due to enhanced effective thermal conductivity

Fig. 7 Transient response of the bottom thermocouple for the
0.25% PCM/GNF module with 7 W applied power compared to
the pure PCM module

Fig. 8 Transient response of the top thermocouple for the
0.25% PCM/GNF module with 7 W applied power compared to

the pure PCM module
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see Table 1�. However, as the mixture approaches the melting
oint, the thermal response of the mixture slows as exhibited by
he change in slope. Once the melting temperature is reached and
ayleigh–Bernard convection currents develop in the liquid phase

he GNF acts to spread the heat effectively through the liquid and
t the melt front. This thermal response is desirable, as it is desir-
ble for the PCM to conduct heat effectively in the solid phase to
educe high thermal resistances and then upon melting, continue
o effectively transfer heat at the melt front into the solid phase
bove.

The herringbone fibers had the lowest operating temperatures at
his loading level, indicating better heat conduction throughout the

odule and leading to the observation that this GNF/PCM mix-
ure could handle the dissipation of much higher heat loads. The
hermal response of the herringbone GNF/PCM mixture was sig-
ificantly different from that of the platelet or ribbon mixtures and
ay be rated to the different physical characteristics of the fiber

tyles. The herringbone fibers exhibit greater clumping and ag-
lomeration than either of the other two fiber types and this
lumping leads to greater fiber-fiber interaction, enhancing heat
onduction along fiber-fiber paths.

To more closely examine the influence of the GNFs on heat
onduction in solid PCM, the same modules were exposed to 3 W
pplied power. For this power loading, all mixtures remained in
he solid phase throughout the duration of the test. The thermal
esponse of the bottom thermocouple is shown in Fig. 9. The
ibbon fiber mixture reached the highest temperature with a
teady-state temperature of 7°C above that of the pure PCM. The
erringbone GNF/PCM mixture has a lower temperature than the
ure PCM while the platelet fibers exhibit minimal effect. These
esults show that the herringbone fibers are more effective at
ransferring heat from the heat source throughout the solid PCM/
NF composite at a loading of 0.25% than the other two types of
bers. The herringbone’s effectiveness is perhaps due to the
reater fiber linkage, leading to a lower temperature at the bottom
hermocouple. This translates into improved thermal conductivity
nd thermal diffusivity of the herringbone fiber matrix at this fiber
oading level when compared to the other types �see Table 1�.

The change in thermal response with an increase in wt % to
.5% is seen in Figs. 10 and 11 for the same power level as before
7 W�. The response is similar to that seen for the 0.25 wt % in
igs. 7 and 8. The primary change is that now the ribbon and the
latelet GNF/PCM mixtures exhibit more complete melting. Both
he platelet and ribbon fiber mixtures exhibit melting at the top
hermocouple at roughly 325 min and both delay steady state as
ompared to the pure PCM. The ribbon fibers show an overshoot
n the final steady-state temperature of the top thermocouple,

ig. 9 Transient response of the bottom thermocouple for the
.25% PCM/GNF module with 3 W applied power compared to
he pure PCM module
hich is corrected once complete mixing occurs. The heat is seen

42405-6 / Vol. 130, APRIL 2008
to conduct more efficiently with the slightly higher wt %. The
thermal response of the herringbone GNF/PCM mixture is very
similar to that seen with the 0.25 wt % loading albeit with a
slightly reduced steady-state temperature and a longer time to
steady state due to more efficient heat conduction. Once again,
although complete melting was not achieved, the herringbone fi-
bers again spread the heat most effectively in the sold phase,
reducing the temperature gradients throughout the module.

The change in thermal response with a further increase in wt %
to 1.0% is seen in Figs. 12 and 13 for the same power level as
before �7 W�. The primary change in the physical response is seen
in Fig. 13 where it is clear that all of the 1% GNF/PCM mixtures
feature both melting of the entire mass, a delay to steady state and
a slightly reduced steady-state temperature when compared to the
pure PCM. The herringbone and platelet GNF/PCM mixtures de-
layed time to steady state by about 100 min and the ribbon mix-
ture by about 350 min. The 1% ribbon GNF/PCM mixture de-
layed steady state by 350 min, slightly longer than with 0.5%
loading, but only achieved a 4°C reduction in the steady-state
temperature at the top thermocouple, while the 0.5% loading fea-
tured a 9°C reduction. These results are related to the complex
interactions of fiber loading, viscosity in the liquid phase, and the
establishment of Rayleigh–Benard convection. It appears that the
increased viscosity due to the higher fiber loadings acts to sup-
press the motion of the liquid and the establishment of Rayleigh–
Benard convection. This is particularly seen at this loading level
with the ribbon fibers. The thermal response of the bottom ther-

Fig. 10 Transient response of the bottom thermocouple for
the 0.5% PCM/GNF module with 7 W applied power compared
to the pure PCM module

Fig. 11 Transient response of the top thermocouple for the

0.5% PCM/GNF module with 7 W applied power
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ocouple �Fig. 12� shows that the ribbon GNF/CM mixture heats
p much faster in both the solid and liquid phases than the pure
CM. This is different than the results seen for the 0.25% and
.5%, which showed a change in slope as the material transitioned
o liquid. In this case, convection is suppressed, the heat transfer
o the solid layer above is reduced, and the more viscous mixture
ontinues to heat up rapidly at the module bottom. With the sup-
ression of convection in the liquid layer below, the solid layer
bove now heats up more slowly, as seen in Fig. 13 for the ribbon
bers.
With an even further increase in fiber loading levels to 5 wt %,

he effects of suppressed convection become more significant and
xpand to the platelet mixture. The bottom thermocouple’s re-
ponse to 7 W of power is shown in Fig. 14 while the top ther-
ocouple’s response is shown in Fig. 15. The ribbon and platelet
NF/PCM mixtures now exhibit temperatures higher than that of

ven the pure PCM with a steady-state temperature 12°C above
hat of the pure PCM. However, the herringbone GNF/PCM mix-
ure has the most uniform temperature gradient throughout the

odule of any case examined to date.
The high fiber loading levels improved conduction in the solid

hase and the viscous liquid phase, leading to overheating of the
ottom liquid layer for the platelet and ribbon cases. However,
ecause Rayleigh–Benard convection was not established, the
uilt-up heat in the viscous liquid layer failed to penetrate as
ffectively as before into the solid PCM above. Therefore, the
odule exhibits the highest temperatures of any case near the

ottom and the lowest near the top, leading to the highest tem-

ig. 12 Transient response of the bottom thermocouple for
he 1.0% GNF/PCM module with 7 W applied power

ig. 13 Transient response of the top thermocouple for the

.0% GNF/PCM module with 7 W applied power

ournal of Heat Transfer
perature gradients and least effective thermal performance. These
results indicate that there may be a fiber loading level that will
allow for optimized performance, which would feature improved
thermal spreading throughout the PCM, a delay to steady state,
complete melting of the PCM, a reduced base temperature, and a
reduction in overall module steady-state temperature.

To examine the possibility of an optimal fiber loading point, the
herringbone GNF/PCM was examined with increasing weight per-
centages. The herringbone fiber style was selected because of its
strong performance in reducing thermal gradients in the previous
studies. Starting with the 1% mixture, herringbone fibers were
added to increase the weight percentage in increments of 0.25%. It
was found that a 3.75% herringbone GNF/PCM mixture improved
heat penetration throughout the PCM, delayed the onset of steady
state of the module, and reduced the overall steady-state tempera-
ture of the module �Fig. 16�. The steady-state temperature in this
case occurred at the melting point of the PCM. Steady state at the
melt points leads to increased temporal effectiveness of the PCM
as it remains in thermal equilibrium at the melting/solidifcation
interface. This finding shows that GNF can be used to effectively
enhance PCMs and improve their transient thermal abatement
characteristics, but that their effect is complex and higher fiber
loading levels do not necessarily lead to improved thermal char-
acteristics.

Conclusions
The low thermal conductivity of PCMs limits their effective-

ness in the transient thermal management of larger volume sys-

Fig. 14 Transient response of the bottom thermocouple for
the 5.0% PCM/GNF module with 7 W applied power

Fig. 15 Transient response of the top thermocouple for the

5.0% PCM/GNF module with 7 W applied power
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ems by creating large thermal differences throughout the PCM.
o improve the performance of a paraffin PCM, GNFs were em-
edded into the PCM. Under the properly selected conditions, the
NFs were able to delay steady state, reduce thermal differences

hroughout the PCM, improve the thermal response close to the
eat source, and lower the source temperature.

Even at low fiber loading levels, the GNF/PCM mixtures were
ble to more effectively conduct heat and delay steady state, but a
ignificant portion of the PCM did not undergo phase change and
ence the large latent heat of melting available in the PCM for
ransient thermal management was not fully utilized.

Thermal performance was found to be fiber style dependent. As
he GNF weight percentage increased, initially the thermal re-
ponse improved, but at significantly high GNF loadings,
ayleigh–Benard convection is suppressed and the PCM becomes
verheated near the heat source. An optimal fiber loading level
as found to prevent overheating, delay steady state, and reduce

teady-state temperature.
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Effect of Brownian Motion on
Thermal Conductivity of
Nanofluids
Nanofluids, i.e., liquids containing nanometer sized metallic or nonmetallic solid par-
ticles, show an increase in thermal conductivity compared to that of the pure liquid. In
this paper, a simple model for predicting thermal conductivity of nanofluids based on
Brownian motion of nanoparticles in the liquid is developed. A general expression for the
effective thermal conductivity of a colloidal suspension is derived by using ensemble
averaging under the assumption of small departures from equilibrium and the presence of
pairwise additive interaction potential between the nanoparticles. The resulting expres-
sion for thermal conductivity enhancement is applied to the nanofluids with a polar base
fluid, such as water or ethylene glycol, by assuming an effective double layer repulsive
potential between pairs of nanoparticles. It is shown that the model predicts a particle
size and temperature dependent thermal conductivity enhancement. The results of the
calculation are compared with the experimental data for various nanofluids containing
metallic and nonmetallic nanoparticles. �DOI: 10.1115/1.2818768�

Keywords: nanofluid, Brownian motion, thermal conductivity
Introduction
Nanofluids are liquids which contain nanometer sized metallic

r nonmetallic particles suspended in them. Compared to ordinary
uids containing microsized particles, nanofluids are more stable,
o not clog flow channels, and also show a considerable increase
n thermal conductivity for very small volume fraction of solid
articles �1–8�. Due to their improved heat transfer characteristics,
anofluids have potential application in many heat transfer areas.
onventional theories employing continuum models underpredict

he relative increase in thermal conductivity obtained by addition
f nanoparticles. This failure has been attributed to the lack of
article size as a parameter in the continuum models and as a
onsequence, other possible mechanisms, namely, Brownian mo-
ion, clustering of nanoparticles liquid layering close to nanopar-
icles, and nature of heat transport in nanoparticles, have been
uggested �9–11�. Recent experiments �6,7� have established the
mportance of Brownian motion as the dominant mechanism be-
ind the enhanced thermal conductivity of nanofluids. It has been
ound that smaller nanoparticles contribute more to thermal con-
uctivity at elevated temperatures.

Various models focusing on either Brownian motion or liquid
ayering as the dominant mechanism have been proposed in the
iterature. Jang and Choi �12� analyzed Brownian motion of nano-
articles as a possible mechanism for explanation of high thermal
onductivity of nanofluids and developed a model based on the
ssumption that ordered layers of liquid atoms close to the nano-
article surface act as a hydrodynamic boundary layer. Unlike
onventional Hamilton–Crosser model �13�, their model was able
o predict a particle size and temperature dependent thermal con-
uctivity of nanofluids. However, their assumption of this hydro-
ynamic boundary layer being 3 atomic diameters thick seems
ighly unrealistic. Bhattacharya et al. �14� used Brownian dynam-
cs simulation to calculate the thermal conductivity of nanofluids.
wo unknown parameters in the potential function between two
anoparticles were chosen to reproduce two experimental data
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points for thermal conductivity of a given nanofluid system. Using
this empirical potential, good agreement was reported between
calculated and experimental values of thermal conductivity. Xuan
et al. �15� developed a theoretical model for predicting thermal
conductivity of nanofluids by taking into account physical prop-
erties of both fluid and solid nanoparticle and the structure of
nanoparticle clusters. Xue �16� developed a theoretical model
based on Maxwell and average polarization theory for predicting
thermal conductivities of nanofluids by taking into account the
presence of a thin liquid layer around nanoparticles. The thermal
conductivity of the liquid layer was assumed to be higher than the
thermal conductivity of the bulk liquid. Good agreement with the
experimental data was reported for nanotube/oil and alumina/
water mixtures; however, the choice of thickness and thermal con-
ductivity of the liquid layer remained empirical. Xue et al. �17�
used molecular dynamics simulations to analyze the effect of liq-
uid layering on thermal conductivity of a thin liquid film confined
between solid walls. Wang et al. �18� developed a theoretical
model for estimating thermal conductivity of nanofluids based on
effective medium approximation and fractal theory for the de-
scription of a nanoparticle cluster and its radial distribution. Ku-
mar et al. �19� developed a model based on kinetic theory, which
assumes an unrealistic mean free path of 0.01 m for nanoparticles
in liquid. Prasher et al. �20,21� modeled the effect of Brownian
motion through a convective heat transfer coefficient for flow
around a sphere. However, use of such an approach involving
macrorelations at length scales of 10–20 nm is difficult to justify.
Recently, Wang et al. �22� emphasized the role played by inter-
particle potential in the enhanced heat transfer in nanofluids. Va-
dasz �23� suggested transient heat conduction process as one of
the possible reasons behind the experimentally observed increased
thermal conductivity of nanofluids. Xuan and Li �24� reported an
increase in the convective heat transfer coefficient of copper/water
nanofluid suspension when compared to that of water at the same
Reynolds number. The importance of Brownian diffusion and
thermophoresis as the primary slip mechanisms in nanofluids was
highlighted in Ref. 25 through a detailed analysis of the convec-
tive heat transfer coefficient enhancement.

In the past, a significant research effort has gone into analyzing
the effect of Brownian motion on viscosity and diffusion coeffi-

cient of a suspension �see Refs. 26 and 27�. In comparison, how-
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ver, there is limited work on the study of thermal conductivity of
olloidal nanofluid suspensions. Our objective in this work is to
educe macroscale thermal conductivity from the nanofluid sus-
ension microstructure and to accomplish this, we employ appro-
riate averaging techniques and determine the suspension thermal
onductivity as a function of nanoparticle characteristics �size,
olume fraction, interparticle potential� and liquid properties �vis-
osity, temperature�.

This paper is organized as follows. The details of the model
long with elaborate theoretical analysis of the effect of Brownian
otion on thermal conductivity of nanofluids using a microscopic

pproach similar to Refs. 28 and 29 for motion of particles in the
resence of temperature gradients are described in Secs. 2 and 3.
n Sec. 4, an expression for the effective thermal conductivity
nhancement of a nanofluid is derived in terms of various particle
haracteristics and fluid properties. Detailed comparison between
heoretical predictions and the available experimental data is made
n Sec. 5. Conclusions and future work are then discussed.

Model
In the model, we assume a nanofluid to be comprised of mono-

ispersed spherical nanoparticles of radius a and thermal conduc-
ivity �p, suspended in a liquid of thermal conductivity � f. The
iquid medium is assumed to be of infinite extent with a mean
emperature T�r�, where r denotes position in the medium, and an
verage temperature gradient G, which is given by

G = lim
V→�

1

V�
V

� TdV =

� �T�r�dr

� dr

�1�

he volume V is assumed to be a very large volume consisting of
nanoparticles, which are determined by their positions ri and

elocities ui with i=1, . . . ,N, as shown in Fig. 1. The volume
raction of the nanoparticles � is related to the number density n
hrough their radius a as �= 4

3�na3, where n=N /V. The resulting
verage heat flux F in the system due to the presence of tempera-

ig. 1 Schematic showing coordinate system for N identical
pheres in a volume V
ure gradient is given by
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F = lim
V→�

1

V�
V

JdV �2�

where J�r� is the heat flux at position r. This expression is con-
verted into an integral over the volume occupied by spherical
nanoparticles Vp and the remaining liquid volume V−Vp �30,31�
as

F = lim
V→�

1

V��
Vp

JpdV +�
V−Vp

J fdV� �3�

For the heat flux in the liquid J f, we use regular Fourier’s law to
obtain

J f�r� = − � f � T�r� �4�
The expression for the heat flux inside the spherical nanoparticle
is modified in order to account for both conduction through the
solid, which is modeled using Fourier’s law, and a Brownian mo-
tion contribution. Thus, we have the following expression �32,33�:

Jp�r� = − �p � T�r� + U�r�u�r� �5�

The first term in the above expression corresponds to the contri-
bution due to the intrinsic thermal conductivity of nanoparticles,
whereas the second accounts for the contribution from their mo-
tion. The contribution from the Brownian motion of the nanopar-
ticle stationed at r and having energy U�r� and velocity u�r� is
specified through the flux of energy density, U�r�u�r�, convected
by it. With the above expressions for local heat flux, we obtain the
following for the average heat flux in the system:

F = − �fG + lim
V→�

1

V�
Vp

�� f − �p� � TdV + lim
V→�

1

V�
Vp

UudV

�6�
In the above expression, the first two terms represent macroscopic
contribution to the average heat flux simply due to the presence of
higher thermal conductivity nanoparticles, whereas the third term
represents the contribution due to Brownian motion of nanopar-
ticles. In the present work, we are concerned with dilute nanofluid
suspensions so that the volume fraction of nanoparticles ��1 and
contributions of O��2� or higher to thermal conductivity are ig-
nored. Various models have been developed in the literature for
calculation of macroscopic contribution and we choose Hamilton–
Crosser model �13� due to its wide range of applicability with
which the expression for the average heat flux becomes

F = FM + FB

FM = − � f��p + 2� f + 2���p − � f�
�p + 2� f − ���p − � f�

	G

FB = lim
V→�

1

V�
Vp

UudV �7�

where FM represents macroscopic contribution �given by
Hamilton–Crosser model� and FB represents contribution from
Brownian motion.

3 Brownian Motion in Presence of Temperature Gra-
dient

Before we can make further progress in identifying the heat flux
due to Brownian motion FB, we need to find an expression relat-
ing u�r� to the local temperature gradient �T�r�. Dhont �28,29�
presented a general framework for theoretical analysis of motion
of a Brownian particle in the presence of small temperature gra-
dients using a statistical and microscopic approach, respectively.
In the present work, we use the same approach and assume that

the particles interact with each other through a direct pair poten-
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ial, ��rij 
T�, and through hydrodynamic interactions, which are
ssumed to be given by the Stokes flow response of the solvent
uid to the motion of the suspended nanoparticles in the limit of
ero inertia. Note that the dependence of the interparticle potential
n temperature, which is usually observed in studies on colloids
26�, is also accounted for in the model. The microstructure of the
anofluid suspension is specified by the function PN

�N��rN�, which
ives the probability of finding spheres centered simultaneously at
N= �r1 , . . . ,rN�. The translational velocity ui of the nanoparticle i
s then related to the forces f j

h that the fluid exerts on the spheres
j as

ui = −
1

6��a�
j=1

N

Mijf j
h �8�

ij in the above expression represents elements of the generalized
riction tensor, which determines the force on the nanoparticle i at
i due to nanoparticle j centered at r j. Thus, the fact that a moving
phere induces a flow field in the solvent which in turn affects the
otion of other particles is accounted for. In the present analysis,
e assume that the nanoparticles are well separated and move

ndependently so that the hydrodynamic interactions amongst par-
icles are negligible. With this assumption, there is no coupling
etween ui and f j

h for i� j, and Stokes law holds for each nano-
article

fi
h = − 6��aui �9�

force balance on each spherical nanoparticle implies an equilib-
ium between the hydrodynamic force fi

h, interaction force fi
I from

he potential between nanoparticles, and the Brownian force fi
B

hich when combined with Eq. �9� yields

ui = −
1

6��a
fi

h =
1

6��a
�fi

I + fi
B� �10�

ollowing Ref. �29�, we assume small temperature gradients so
hat the local temperature can be expanded as

T� ri + r j

2
� = T�ri� +

1

2
rij · �iT�ri� �11�

ssuming small local deviations �T�r�=T�r�−T from the mean
emperature T, the interaction force is given by

fi
I = − �i�

j�i

��rji
T�

= − �
j�i

�i��rji
T� − �
j�i
��T�ri� +

1

2
r ji · �iT�ri�	 �

�T
�i��rji
T�

�12�

here ��rij 
T� is the interparticle potential assumed to be pair-
ise additive. In a similar way, it follows that, to leading order in
eviations of temperature �T�r�, the Brownian force is given by

fi
B = − kBT�ri��i ln�PN

�N��rN�T�ri� �13�

ubstitution of Eqs. �12� and �13� into Eq. �10� gives the expres-
ion for velocity of nanoparticle i in the presence of temperature
radient as

ui = −
1

	��
j�i

�i��rji
T� + �
j�i

��T�ri�

+
1

2
r ji · �iT�ri�� �

�T
�i��rji
T� + kBT�ri��i ln�PN

�N��rN�T�ri��	
�14�

here 	=6��a. More detailed derivation of these results can be
ound in Ref. �29�, where analytical expressions for the diffusion

nd thermodiffusion coefficient have also been derived.

ournal of Heat Transfer
4 Effective Thermal Conductivity of a Nanofluid Sus-
pension

It follows from Eq. �14� that the velocity of the nanoparticle, in
the presence of small temperature gradient, comprises of a hydro-
dynamic part and a potential interaction term. From Eq. �7�, the
Brownian contribution to the average heat flux is given by

FB = lim
V→�

1

V�
Vp

UudV =
1

V�
i=1

N �
Vi

UudV �15�

where Vi denotes the volume of a nanoparticle with center at ri.
Assuming ergodicity, the summation in Eq. �15� over a large num-
ber of identical particles in volume V is equivalent to N times an
average of Uu over all configurations of the surrounding particles.
Thus, we have

FB =
1

V�
i=1

N �
Vi

UudV =� ��
i=1

N

Uiui�PN
�N��rN�drN �16�

for the Brownian contribution to the average heat flux. In a similar
way, the expression for average temperature gradient in the sys-
tem, given by Eq. �1�, is transformed into an integral over con-
figuration rN as

G =� �T�r�PN
�N��rN�drN �17�

The energy carried by the particle for a particular configuration rN

is given by the sum of its kinetic, internal, and potential energies
as

Ei = UiV =
1

2
m
ui
2 + ĈT�ri� +

1

2 �
j�i,j=1

N

��rij
T� �18�

where Ĉ denotes the heat capacity of a single nanoparticle of mass
m. Therefore, the expression for FB reduces to

FB =
1

V � ��
i=1

N
1

2
m
ui
2ui + Ĉ�

i=1

N

T�ri�ui

+
1

2�
i=1

N

�
j=1,j�i

N

��rij
T�ui	PN
�N�drN �19�

Next, we split the net heat flux due to Brownian motion into a
kinetic �hydrodynamic, when the generalized friction tensor Mij
accounts for the hydrodynamic interactions� part and an interac-
tion part using Eq. �14� as shown below

FB
H = −

kBĈ

V	
��

i=1

N

�T2�ri��i ln�T�ri�PN
�N��PN

�N�drN

FB
I =

Ĉ

V ��
i=1

N �T�ri��ui +
kBT�ri�

	
�i ln�T�ri�PN

�N���	PN
�N�drN

+
1

2V � ��
i=1

N

�
j�i

��rij
T�PN
�N�ui	drN �20�

Note that the contribution of the kinetic energy term in Eq. �19� is
neglected since it gives rise to terms that are of the order of
O��iT�3. In order to make further analytical progress, we evaluate
the above expressions under the assumption that the nanoparticles
are uniformly distributed in the liquid so that their number density
is independent of the position in the liquid. This results in the

following relationship:
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PN
�1��r� =� PN

N�rN�drN−1 �
1

V
�21�

ote that the inclusion of nanoparticle density variations within
he liquid in the above analysis would yield Dufour coefficient.
owever, in the present work, we ignore density variations and
btain the following expression for the kinetic contribution to the
eat flux:

FB
H = −

kBĈ

V	
��

i=1

N

T�ri��i�T�ri�PN
�N�drN �22�

valuation of this expression to a first order in temperature gradi-
nt �T�r� yields

FB
H = −

NkBĈT

V	
G = −

nĈkBT

	
G �23�

e note that the expression for thermal conductivity of an ideal
as derived using Boltzmann transport equation in the relaxation
ime approximation �34� is given by

�ideal =
5nkB

2T
c

m
�24�

here 
c is the relaxation time. Our final expression for kinetic
ontribution to the thermal conductivity enhancement, applicable
n the limit of a very dilute noninteracting suspension of “colloidal
as,” also has the same final form with a characteristic time 
c
m /	 and particle specific heat capacity equal to kB.
Next, we evaluate the contribution of the interaction terms to

he average heat flux by taking into account all the binary particle
air interactions. The details of the calculations are presented in
ppendix A and here, we only report the final expression

FB
I =�−

�n2kB

	 ��
0

�

r2geq�r���r
T�dr�
+

�n2ĈT

	 ��
0

�

r3geq�r�
�2��r
T�

�T�r
dr�

+
�n2Ĉ

	kBT ��
0

�

r3geq�r���r
T�
���r
T�

�r
dr�	G �25�

ence, the expression for the average heat flux in the nanofluid
uspension reduces to

F = −�� f��p + 2� f + 2���p − � f�
�p + 2� f + 2���p − � f�

	 +
nkBĈT

	

+
�n2kB

	 ��
0

�

r2geq�r���r
T�dr�
−

�n2ĈT

	 ��
0

�

r3geq�r�
�2��r
T�

�T�r
dr�

−
�n2Ĉ

	kBT ��
0

�

r3geq�r���r
T�
���r
T�

�r
dr�	G �26�

rom Eq. �26�, we obtain the expression for the effective thermal

onductivity enhancement of nanofluid as
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�eff

� f
= −

F

� fG

= ��p + 2� f + 2���p − � f�
�p + 2� f − ���p − � f�

	 +
nkBĈT

� f	

+
�n2kB

� f	
��

0

�

r2geq�r���r
T�dr�
−

�n2ĈT

� f	
��

0

�

r3geq�r�
�2��r
T�

�T�r
dr�

−
�n2Ĉ

� f	kBT���
0

�

r3geq�r���r
T�
���r
T�

�r
dr�	 �27�

The function geq�r� in the above expressions represents the local
equilibrium pair distribution function, which determines the dis-
tribution of the neighboring nanoparticles surrounding a tagged
nanoparticle. For large distances from a tagged nanoparticle or for
very dilute suspension of nanoparticles, geq�r� has a value close to
1. We also note that repulsive long range potentials give a positive
contribution to the net effective thermal conductivity, whereas an
attractive potential will actually lead to a negative contribution
from interparticle potential term. Previous research �26,35� has
revealed that the presence of repulsive potential stabilizes a col-
loidal suspension by preventing agglomeration. Hence, our cur-
rent findings are consistent with this observation in the sense that
stable nanofluid suspensions actually do show enhanced thermal
conductivity.

5 Comparison With Experiments
An evaluation of the effective thermal conductivity enhance-

ment in the nanofluid given by Eq. �27� requires prior knowledge
of the interparticle potential between various nanoparticles. Un-
fortunately, to the best of our knowledge, the experiments con-
cerning nanofluids have focused solely on the thermal conductiv-
ity measurements and not on the measurements of the interparticle
potential. Nevertheless, previous investigations in colloidal sci-
ence �see Refs. �26,35,36�� have established that the existence of a
repulsive interparticle potential, electrostatic or steric, is essential
in preventing flocculation and eventual gravitational settling in a
colloidal suspension. In fact, an interface immersed in a polar
solvent with high dielectric constant always gains some charge
depending on the surface potential. The various charging mecha-
nisms �such as specific ion adsorption, ionization of surface
groups, etc.� are well described in Refs. �26,35,36�. The fact that
alumina �corundum� particles do acquire positive charge in a neu-
tral aqueous solution at pH 7 �with H+ and OH− as the potential
determining ions� has been observed in the streaming potential
measurements reported in Ref. �37�. The presence of a repulsive
electrostatic potential between two alumina surfaces immersed in
an aqueous solution was observed in Ref. �38�. Experimental stud-
ies on gold in aqueous solution, conducted in Ref. �39�, revealed
the role played by H+ and OH− ions in determining the interaction
potential. Ionization of surface hydroxyl groups was identified as
the primary mechanism behind the surface charge development in
this study. Streaming potential measurements on gold films �40�
provide additional support to the fact that pH controls the electric
charge on a gold surface immersed in an aqueous solution. In
addition to these studies, there is experimental evidence suggest-
ing that the chemical and surface properties of liquids and nano-
particles play an important role in the thermal conductivity en-
hancement of nanofluids �3,7�. Bearing these facts in mind, we
assume that the nanofluid is an electrostatically stabilized suspen-
sion in which the interparticle forces between various nanopar-
ticles are sufficiently well described by the repulsive part of the

Derjaguin, Landau, Verwey, and Overbeek �DLVO� potential �26�.
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his choice of potential prevents us from making meaningful
omparisons with the experiments utilizing organic or oil based
anofluids, such as the gold/toluene nanofluid in Ref. �7�. Never-
heless, this is not a serious concern since majority of the experi-

ental studies have focused on nanofluids with water and ethyl-
ne glycol as base liquids, which are both polar.

In order to model the interparticle interaction between various
anoparticles, we choose a specific form of the repulsive DLVO
otential, which accounts for the electrostatic repulsion between
harged spherical nanoparticles when the distance between centers
f the spherical particles is comparable to the range of the poten-
ial. The potential is given by the following expression �26�:

��r
T� =
1

2
�a�s

2 ln�1 + exp�− D�r − 2a�� r � 2a �28�

here �s is the surface potential, � is the permittivity of the liquid,
nd D

−1 is the Debye length, which determines the range of the
otential. The surface potential �s is related to the net effective
harge on the nanoparticle surface through the following relation-
hip:

�s =
Ze

��a + a2D�
�29�

he overall charge electroneutrality condition leads to the follow-
ng expression for the inverse Debye length �26�:

D = �4�lB��i + nZ�
1 − �

�1/2

�30�

here �i is the number density of ionic charge in the bulk liquid
nd nZ accounts for the contribution of charged nanoparticles
hrough the number of counterions. The Bjerrum length lB is de-
ned as lB=e2 / �4��kBT�. For water at room temperature, lB

7 Å. The factor �1−�� accounts for the reduced volume of the
iquid due to the presence of nanoparticles. As evident from Eq.
30�, the nondimensional inverse Debye length aD depends on
oth the nanoparticle charge Ze and the nanoparticle number den-
ity n �or equivalently volume fraction ��.

The nanoparticle charge Ze is a critical parameter in the deter-
ination of the effective strength of the repulsive potential given

y Eq. �28�. The use of the potential given by Eq. �28� involves a
riori assumption of small enough surface potential �s and low
onic strengths so that the linearized Poisson–Boltzmann theory
an be applied. In the case of highly charged nanoparticles, strong
ccumulation of counterions in the vicinity of nanoparticle surface
eads to a significant reduction in the net effective charge on the
anoparticle. In such cases, it is postulated that the interparticle
otential given by Eq. �28� can still be used provided the effective
harge Ze is renormalized appropriately �41,42�. The basic
remise behind this approach is that the combined system of
anoparticle and surrounding counterions can be effectively sepa-
ated into two distinct zones: a spherical region encompassing the
anoparticle and strongly adsorbed counterions where nonlinear
ffects cannot be ignored, and a diffuse layer away from this
pherical region where the linearized Poisson–Boltzmann theory
an still be applied. The effective charge is generally an adjustable
arameter in a fit of experimental data with analytical or compu-
ational models and cannot always be determined theoretically. In
he following, we shall assume that Ze is an effective charge that
s determined from a fit of the thermal conductivity data for nano-
uids.
An estimation of the thermal conductivity enhancement of

anofluid through Eq. �27� requires knowledge of the equilibrium
air distribution function geq�r�. Following previous investiga-
ions �26,27,32�, in our present work, we consider a simple ap-
roximation of geq�r�=H�r−2a�, where H represents the Heavi-
ide step function, applicable in the limit of infinitely dilute
olloidal systems. As demonstrated through the molecular dynam-

cs simulations of a typical nanofluid, presented later in this sec-

ournal of Heat Transfer
tion, this approximation is fairly reasonable in the present context
of a dilute colloidal suspension. The approximation is especially
attractive since it allows us to compute an explicit analytical ex-
pression for the net thermal conductivity enhancement in terms of
other relevant parameters. We note that since moderate amount of
clustering is observed in a nanofluid suspension, such an approxi-
mation will lead to a conservative estimate for the final thermal
conductivity enhancement.

We use Eq. �27�, along with the approximation geq�r�=H�r
−2a�, to obtain the effective thermal conductivity of the nanofluid
suspension as

�eff = � f��p + 2� f + 2���p − � f�
�p + 2� f − ���p − � f�

	 + �
�CkBT

	
+ �nkB

2T

	
	

�� �1 − ��Z
8�1 + ��i/nZ��	�3.29�aD�2 + 3.61aD + 1.89

aD�1 + aD�2 	
+ ���CkBT

	
	� �1 − ��Z

16�1 + ��i/nZ��	
��9.87�aD�2 + 21.64aD + 17.05

aD�1 + aD�2 	 + ��CkBT

	
	

�� �1 − ��2Z2

48�1 + ��i/nZ��2	
��1.92�aD�4 + 1.80�aD�3 + 1.05�aD�2 + 0.29aD

�1 + aD�4 	
�31�

where � and C denote the density and specific heat capacity of the
solid, which makes up the nanoparticle, respectively. The heat
capacity of a single nanoparticle is related to its specific heat

capacity as nĈ=��C. The first term in Eq. �31� represents contri-
bution due to macroscopic Hamilton–Crosser model �13�, the sec-
ond, the contribution from the kinetic part of the Brownian mo-
tion, and the remaining three terms represent contributions from
the two-body interactions between various nanoparticles. The par-
ticle size and temperature dependence of the effective thermal
conductivity are accounted for in the model explicitly through the
parameters 	 and kBT and implicitly through aD. Since the vis-
cosity of the liquids used in the thermal conductivity experiments
decreases with rising temperature, in the range of interest, the
model predicts an increased contribution of the Brownian motion
to the net thermal conductivity enhancement with rising liquid
temperature and decreasing particle size.

In order to get an estimate on the individual contribution of
each of the last four terms corresponding to the Brownian motion
in Eq. �31�, we consider a typical nanofluid system containing
10 nm sized nanoparticles at a volume fraction of �=0.01 in wa-
ter at a temperature of 300 K. Assuming that the solid which
makes up the nanoparticles has �C�3�106 J /m3 K, we obtain
the following:

�
�CkBT

	
= 1.32 � 10−6 and

nkB
2T

	
= 1.45 � 10−13 �32�

These numerical values clearly demonstrate that the kinetic con-
tribution to the effective thermal conductivity remains negligible
for practical nanofluids �� f =0.611 W /m K for water at 300 K�.
This result is consistent with the previous study of Ref. �9� where
a dimensional analysis revealed that a noninteracting nanoparticle,
acted on by Brownian forces alone, moves much slower than heat.
However, the last two terms in Eq. �31� can give significant con-
tributions to the effective thermal conductivity when 102� 
Z

�103; these values of effective charge are typically observed in
experimental studies of charge stabilized colloidal systems

�43–46�.
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Having successfully made reasonable qualitative comparisons
ith some general observations from the experiments concerning
anofluids, we now proceed to make quantitative comparisons
ith the available data in the literature. Note that the value of the

olid nanoparticle thermal conductivity �p appearing in Eq. �31�
hould be chosen such that it accounts for the reduced size effects
hat are important when the size of the nanoparticle is of the order
f the phonon mean free path length in the solid. In addition, the
xpression for contribution from macroscopic part should also ac-
ount for the finite interfacial thermal resistance between solid
anoparticle surface and the liquid, which, in general, will be a
unction of bonding between the nanoparticle surface and the liq-
id molecules �47–49�. In the presence of an interface thermal
esistance, the expression for thermal conductivity enhancement
esulting from the macroscopic theory takes the following modi-
ed form �50� �when compared with Eq. �7��:

�eff
M

� f
= −

FM

G

=
��1/� f� + �2/�p� + �2/a�b�� + 2���1/� f� − �1/�p� − �1/a�b��
��1/� f� + �2/� f� + �2/a�BD�� − ���1/� f� − �1/�p� − �1/a�b��

�33�

here �eff
M represents macroscopic contribution to the effective

hermal conductivity and �b denotes the interfacial conductance at
he nanoparticle-liquid boundary. If we further assume �p�� f, the
bove expression simplifies to the following:

�eff
M

� f
=

�a�b + 2� f� + 2��a�b − � f�
�a�b + 2� f� − ��a�b − � f�

�34�

he exact value of interface thermal resistance has been found to
e strongly dependent on the solid-liquid combination under con-
ideration. For example, in the case of gold-water interface, the
onductance values in Ref. �49� were found to decrease from �b
100 MW m−2 K−1 to �b�50 MW m−2 K−1 as the nature of the

nterface changed from hydrophilic to hydrophobic. Similar mea-
urements conducted for aluminum-water interface yielded con-
uctance values of approximately 180 MW m−2 K−1 and
0 MW m−2 K−1 for hydrophilic and hydrophobic interfaces, re-
pectively. In view of these studies, we next estimate the effect for
typical nanoparticle suspended in water. For the case of a hy-

rophobic interface, if the conductance is set equal to a
0 MW m−2 K−1, we find that nanoparticles with radius a less
han 12 nm give a negative contribution to the effective thermal
onductivity. On the other hand, if the interface conductance value
s set equal to 100 MW m−2 K−1 corresponding to a hydrophilic
nterface, only nanoparticles with radius greater than 6 nm give a
ositive contribution to the effective thermal conductivity. Thus,
e find that the contribution from the high thermal conductivity
articles is strongly counteracted by the presence of an interfacial
esistance. Since an exact value of �b, which accounts for the
nterfacial resistance, has not been reported in the experiments
oncerning thermal conductivity measurements, we set �p�� f in
ll our future calculations. We note that such an approximation
ives us a lower estimate of thermal conductivity enhancement of
anofluids and does not affect our results drastically, since the
olume fraction of nanoparticles added to the liquid is usually
uite low ��5% �.

Additionally, for nanofluids based on water as base liquid, �i is
et equal to the value corresponding to a neutral aqueous solution
ith pH=7 ��i=2�10−7M =1.2044�1020 m−3 from the dissocia-

ion product of water at 300 K�. The temperature dependence of
he thermal conductivity and the viscosity of the base liquid
water/ethylene glycol� is taken into account for the calculation of
he effective thermal conductivity enhancement. The values of �
nd C are taken to be the bulk values corresponding to the solid of

hich the nanoparticle is composed.
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Figures 2�a� and 3�a� show a comparison of the theoretical
predictions with the experimental data concerning the thermal
conductivity enhancement ratio �effective thermal conductivity of
the nanofluid to thermal conductivity of the base fluid� for two
sets of calculations involving alumina �19.2 nm� and copper oxide
�12.1 nm� nanoparticles suspended in water �6�, respectively. We
observe reasonable agreement between the theoretical predictions
and experimental data for these two nanofluids for a choice of Z
=475. The most probable cause for the discrepancy between the
theoretical predictions and the experimental data �especially in the
case of copper oxide nanoparticles suspended in water at 1% vol-
ume fraction� is the presence of clustering in nanofluid suspen-

Fig. 2 „a… Comparison of the theoretical predictions with the
experimental data for alumina „a=19.2 nm…/water nanofluid, Z
=475. „b… Corresponding nondimensional inverse Debye length
used in the calculations.
sions. As also mentioned in previous works �see Ref. �9��, mod-
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rate clustering in stable nanofluids can play an important role in
etermining the effective thermal conductivity. In principle, the
lustering mechanism is incorporated in our current model
hrough the pair distribution function. However, information re-
arding the pair distribution function can only be obtained
hrough a detailed knowledge of microstructure of the suspension.
dditionally, other factors such as polydispersity of the nanopar-

icles and the finite interface thermal conductance can also have a
ignificant effect on the effective thermal conductivity. Figures
�b� and 3�b� show the variation of inverse Debye length �D�,
ondimensionalized with respect to the inverse of the particle ra-
ius a. For the present case of water as the base liquid with �

−9 2 2

ig. 3 „a… Comparison of the theoretical predictions with the
xperimental data for copper oxide „a=12.1 nm…/water nano-
uid, Z=475. „b… Corresponding nondimensional inverse Debye

ength used in the calculations.
8.9�10 C /N m , we have

ournal of Heat Transfer
aD = 9.375 � 10−5�1.2044 � 1020a2

1 − �
+

3�Z

4�a�1 − ��	1/2

�35�

We observe that the Debye length shows a significant decrease
when nanoparticle volume fraction is increased from 0.01% to
0.04%. This is accompanied by a slight decrease with the rising
liquid temperature when the volume fraction is kept constant.

The evaluation of the effective thermal conductivity of a nano-
fluid given by Eq. �27� involves an implicit assumption of geq�r�
=H�r−2a�. In order to test the validity of this assumption, we
next present results from the molecular dynamics simulations with
parameters chosen to approximately model the experimental sys-
tem under consideration. Note that we are interested in the equi-
librium pair distribution function, which is a static property of a
given system, and the choice of simulation technique �molecular
dynamics or Brownian dynamics� is expected to have no signifi-
cant effect on the final results.

We consider simulation of a nanofluid system with colloidal
nanoparticles interacting with each other through the interparticle
potential given by Eq. �28�. Previous molecular dynamics studies
of similar colloidal systems �see Refs. �43,51�� have established
that at equilibrium, the thermodynamic and static properties of the
system depend only on two nondimensional parameters �*

=Dn−1/3 and T*=kBT /Ua, where

Ua =
Z2e2 ln�1 + eD�2a−n−1/3��

2�a�1 + aD�2 �36�

represents interaction energy at interparticle separation. We
choose the parameters �* and T* in order to closely match the
alumina/water nanofluid system with alumina nanoparticles of
size 19.2 nm. For brevity, equilibrium pair distribution function
for only two sets of computations for volume fractions of 1% and
4% at a system temperature of T=300 K is reported. The choices
of simulation parameters for these test cases are �*=5.417, T*

=3.462�10−2 for �=0.01, and �*=6.934, T*=7.272�10−2 for
�=0.04. Details of the setup and implementation of the molecular
dynamics simulation along with a validation test case from Ref.
�51� are given in Appendix B. Figure 4 depicts the equilibrium
pair distribution function as a function of the nondimensional ra-
dial distance �nondimensionalized using characteristic interpar-
ticle spacing of n−1/3� for two volume fractions of 1% and 4%. It
is observed that the equilibrium radial distribution function attains
a value close to unity for distances beyond interparticle spacing;
this certifies our assumption of radial distribution of unity em-
ployed in the derivation of the final expression for effective ther-
mal conductivity enhancement. We also note that the peak value
of the radial distribution function is lower �corresponding to a less
ordered state� for the suspension at a volume fraction of �=0.04
when compared to the suspension at �=0.01. The reason for the
above observation is that the Debye length decreases by approxi-
mately a factor of 2 when the volume fraction of nanoparticles is
increased by a factor of 4 �Fig. 2�b��. This decrease in Debye
length causes the interaction potential to decay much more rapidly
in the case of higher concentration so that the interaction energy at
the interparticle spacing is lower for �=0.04. This lower interac-
tion energy in the case of �=0.04 leads to a smaller peak in g�r�
when compared to the suspension at a volume fraction of �
=0.01.

Figures 5�a� and 5�b� show a comparison of the theoretical
predictions with the experimental data for 4 nm copper nanopar-
ticles suspended in ethylene glycol �3� and the corresponding non-
dimensional inverse Debye length used in the calculations. The
concentration of the ionic charge in the bulk liquid �i is set equal
to the value corresponding to pKa for dissociation of ethylene
glycol �15.56 at 300 K�. We observe a reasonable agreement be-
tween theoretical predictions and experimental data for a choice

of Z=475 corresponding to the case in which no stabilizing agent

APRIL 2008, Vol. 130 / 042406-7
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s added to the nanofluid. For the case when thioglycolic acid is
dded in order to improve the overall dispersion of nanoparticles
ithin the suspension we had to use a higher value of Z=850 in
rder to predict the experimental data closely. Nevertheless, this
igher value of Z is not totally unexpected given that a stabilizing
gent �thioglycolic acid in this case� stabilizes the suspension by
ncreasing repulsion between particles, and the way this increased
epulsion is incorporated in our present model is through an in-
rease in value of nondimensional effective surface charge Z.

Next, we compare our theoretical predictions with the experi-
ental data for the variation of thermal conductivity enhancement

atio with the temperature for 8.5 nm gold/water nanofluid �7�. As
hown in Fig. 6, good agreement is found between the predicted
alues and experimental data for both the particle volume frac-
ions of 0.00013% and 0.00026%, when the value of nondimen-
ional charge on the nanoparticle Z is set equal to 1150. We be-
ieve that the higher value of nondimensional charge on the
anoparticle Z �1150 versus 475 in previous cases� required in this
ase is due to the presence of citrate ions in the solution. The
xperimental studies in Ref. �7� emphasized the effect of volume
raction and temperature on the effective thermal conductivity,
nd the other factors which affect thermal conductivity in our
odel �surface charge, Debye length� were not reported. The sur-

ace charge present on the nanoparticle surface has a strong de-
endence on not only the available site density on the nanoparticle
urface but also the concentration of potential determining ions.
he nanoparticles which made up the suspension in these studies
ere coated with citrate ions �7�, and possibly for this reason, the
alue of nondimensional charge Z is relatively high. The experi-
ental measurements conducted in Ref. �40� provide evidence in

avor of this argument and it was found that citrate ions adsorb
trongly to the gold surface and remain adhered in spite of exten-
ive dialysis. It is also noted that since the volume fraction of
olid nanoparticles in the liquid is extremely low ��10−4% �, mac-
oscopic Hamilton–Crosser model predicts no change in conduc-
ivity enhancement with increasing temperature. Figure 7 shows a

ig. 4 Pair distribution function g„r… as a function of nondi-
ensional distance r for computations using „a… �*=5.417, T*

3.462Ã10−2 and „b… �*=6.934, T*=7.272Ã10−2, corresponding
o alumina/water nanofluid at 300 K with nanoparticle volume
ractions of 1% and 4%, respectively
omparison between theoretical predictions and experimental data

42406-8 / Vol. 130, APRIL 2008
for 30 nm silver/water nanofluid �7� for the same choice of value
of Z=1150. Reasonable agreement is observed between the ex-
perimental data and theoretical predictions for this case.

Overall, we observe good agreement between the theoretical
predictions and the experimental data in all the cases for physi-
cally realistic choices of constant Z for nanofluids: Z=475 at rela-
tively higher particle volume fractions ���1% � and Z=1150 at
relatively lower particle volume fractions ���0.001% �, when the
nanoparticles were coated with citrate ions. The choices of the
effective charge on nanoparticle Z and the Debye length �D

−1�
employed in various cases are physically realistic and are consis-
tent with several previous studies, some of which are discussed

Fig. 5 „a… Comparison of the theoretical predictions with the
experimental data for copper „a=4 nm…/ethylene glycol nano-
fluid. „b… Corresponding nondimensional inverse Debye length
used in the calculations.
next. The phase diagram of charged polystyrene spherical nano-
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articles of radius 66 nm suspended in an aqueous medium was
nvestigated experimentally in Ref. �43�. The experimental results
ere found to compare favorably with the numerical simulations

or a choice of effective charge of Z=880. The conductivity mea-
urements gave an effective charge of Z=1200. Mallamace et al.
44� conducted shear viscosity measurements on polystyrene
anoparticles suspended in de-ionized water for a range of particle
adii from 33.5 nm to 107.5 nm. The corresponding effective
harges were found to vary from 980 to 2700. Wette et al. �45�
arried out effective charge measurements for polymer latex par-
icles suspended in de-ionized water through experimental deter-

ination of suspension shear modulus and conductivity. As the
adius of particles varied from 34 nm to 78 nm, the effective

ig. 6 „a… Comparison of the theoretical predictions with the
xperimental data for gold „a=8.5 nm…/water nanofluid, Z
1150. „b… Corresponding nondimensional inverse Debye

ength used in the calculations.
harge Z, measured from conductivity, was found to vary from

ournal of Heat Transfer
450 to 945. In Ref. �46�, experimental measurements of the col-
lective diffusion coefficient and electrophoretic mobility of latex
nanoparticles of mean radius of 20 nm suspended in an aqueous
solution yielded effective surface charges of the order of few hun-
dreds of electrons per particle. Härtl et al. �52� studied the effect
of addition of NaOH and NaCl to an otherwise neutral aqueous
suspension comprised of 45.5 nm radius polystyrene nanopar-
ticles. Under the assumption that the interparticle potential could
be adequately described using screened Coulomb repulsive poten-
tial, the theoretical predictions of the structure factor were com-
pared with the experimental data for a range of ionic concentra-
tions starting from a neutral solution. It was observed that as the

−6

Fig. 7 „a… Comparison of the theoretical predictions with the
experimental data for silver „a=30 nm…/water nanofluid, Z
=1150. „b… Corresponding nondimensional inverse Debye
length used in the calculations.
concentration of NaCl was increased from zero to 9.2�10 M,
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he effective charge and the corresponding Debye length required
o fit the experimental data varied from Z=504 and D

−1=433 nm
o Z=469 and D

−1=111 nm. Additionally, the much reduced in-
uence of concentration of NaOH on structure factor when com-
ared to concentration of NaCl was attributed to an ion exchange
echanism, which is present in the case of NaOH but not NaCl.
he microscopic measurement of interaction potential between
harged polystyrene sulfate spheres of 320 nm radius was found
o agree well with a screened Coulomb potential for a choice of
=1991 and D

−1=161 nm in Ref. �53�.
It is clear from the studies reported above that the effective

harges of the order of a few hundreds of electrons have been
uccessfully employed in order to fit several experimental mea-
urements concerning conductivity, order-disorder transition, and
iscoelastic properties of colloids. This experimental evidence
eads us to believe that the values of Z used to fit the thermal
onductivity data in our present study are reasonable. The value of
ebye screening length used in all the calculations is below the
pper limit of 960 nm for a neutral aqueous solution at pH 7 �36�.
t present, we do not have an established way of predicting the

ffective surface charge Z in our model. The true surface charge
chieved in the experimental conditions depends strongly on the
urface site density and the adsorption and desorption of potential/
harge determining ions thereby leading to a net electrostatic po-
ential difference between nanoparticle surface and the bulk liq-
id. This potential difference influences the charge adsorption/
esorption so that the two processes are interdependent. The
nterparticle potential used in our current model is a highly sim-
lified expression that results from the linearized Derjaguin ap-
roximation for low surface potentials �26,35� and is open to
uestion in the present context of highly charged spherical nano-
articles. Besides, our model assumes nanoparticles to be perfect
onodispere spheres. The analysis that we carried out accounts

or only two-body interactions and ignores the effect of higher
ulti-body interactions. In addition, a detailed knowledge of the
icrostructure of the nanofluid suspension is absolutely essential

or the prediction of the effective thermal conductivity since it can
lay a very important role through clustering. We attribute the
iscrepancies between our theoretical predictions and the experi-
ental data to these aforementioned factors. To the best of our

nowledge, the available experiments have emphasized the effect
f volume fraction, temperature, and particle size on the effective
hermal conductivity, and several other crucial factors that affect
ur predictions on conductivity, such as the surface potential and
he Debye length, were not reported. We hope that we have pro-
ided a better understanding of the effect of the Brownian motion
f interacting nanoparticles on the effective thermal conductivity
nd that future experimental measurements will allow more rigor-
us tests on the validity of the model. The main strength of the
odel lies in the fact that it can be used to estimate thermal

onductivity of nanofluid suspensions with different nanoparticles
suspended in a base liquid�, which may interact with each other
hrough a specified interparticle potential �e.g., DLVO, steric, van
er Waals forces, etc.�. However, we note that the applicability of
he model is restricted to relatively large nanoparticles whose size
s significantly higher than the molecular dimensions so that the
tokes law for the drag on a sphere can be utilized successfully.
ur future work aims at extending the present derivation to ac-

ount for the hydrodynamic interactions between various nanopar-
icles of arbitrary shapes.

Conclusions
In this paper, a microscopic model which takes into account the

ependence of size of nanoparticles and temperature on the effec-
ive thermal conductivity of nanofluids is proposed based on the
heory of Brownian motion of nanoparticles in a fluid. A general
heoretical framework is presented for the derivation of the effec-
ive thermal conductivity of a nanofluid suspension by accounting

or the Brownian motion and pairwise additive interparticle poten-

42406-10 / Vol. 130, APRIL 2008
tial between various nanoparticles. For a typical nanofluid, the
kinetic contribution to the effective thermal conductivity is shown
to be negligible. The contribution from the interparticle potential
is analyzed through calculations involving DLVO interaction be-
tween the electric double layers on spherical nanoparticles. A
comparison between the theoretical predictions and the experi-
mental data establishes the importance of long range repulsive
potentials in the enhancement of thermal conductivity of nano-
fluids. It is shown that the model predicts an increase in the ef-
fective thermal conductivity enhancement with the volume frac-
tion of solid nanoparticles and liquid temperature.
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Nomenclature
� � permittivity of the liquid

Ĉ � heat capacity of a nanoparticle
D

−1 � Debye length
�* � Nondimensional inverse Debye length
� f � thermal conductivity of the liquid
�p � thermal conductivity of the nanoparticle

�eff � effective thermal conductivity of the
suspension

�eff
M � effective conductivity from macroscopic part
F � volume averaged heat flux
fi
B � Brownian force on ith nanoparticle

fi
h � hydrodynamic force on ith nanoparticle
fi
I � interaction force on ith nanoparticle

FB � heat flux due to Brownian motion
FM � macroscopic heat flux
G � volume averaged temperature gradient
J � heat flux vector

J f � heat flux vector in the liquid
Jp � heat flux vector in the nanoparticle
M � generalized friction tensor

r � position vector of an arbitrary point
ri � position vector of the center of ith nanoparticle
ui � velocity of ith nanoparticle
U � energy density
� � viscosity of the liquid
� � volume fraction of nanoparticles
� � interparticle potential
�s � surface potential
� � density of the nanoparticle
�i � number density of bulk ionic charge

�b � interface thermal conductance
a � radius of the nanoparticle
C � heat capacity of the solid
e � unit charge �1.602�10−19 C�

geq � equilibrium pair distribution function
kB � Boltzmann constant �1.381�10−23 J /K�
lB � Bjerrum length
m � mass of a nanoparticle
N � number of nanoparticles in V
n � number density of nanoparticles

PN
�N�

� nanoparticle position probability distribution
function

T � temperature
T* � nondimensional temperature
Ua � interaction energy at interparticle separation
V � total volume

Vp � volume occupied by N nanoparticles

Ze � total charge on a nanoparticle
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ppendix A
In this appendix, we show the calculation steps for manipula-

ion of the terms arising out of Eq. �20� for FB
I :

FB
I =

Ĉ

V ��
i=1

N �T�ri��ui +
kBT�ri�

	
�i ln�T�ri�PN

�N���	PN
�N�drN

+
1

2V � ��
i=1

N

�
j�i

��rij
T�PN
�N�ui	drN �A1�

ach of the individual terms arising from the above expression is
onsidered next. We have

FB
I = FB,1

I + FB,2
I + FB,3

I �A2�

here

FB,1
I = −

Ĉ

	V ��
i=1

N

�
j�i

�T�ri��i��rji
T�PN
�N�drN

FB,2
I = −

Ĉ

	V ��
i=1

N

�
j�i
�T�ri���T�ri�

+
1

2
r ji · �iT�ri�� �

�T
�i��rji
T�	PN

�N�drN

FB,3
I =

1

2V ��
i=1

N

�
j=1,j�i

N

���rij
T�PN
�N�uidrN �A3�

ext taking i=1, j=2 as representative values, we obtain the fol-
owing for FB,1

I :

FB,1
I = −

Ĉ

V	

N�N − 1�
2V2 � T�r1��1��r12
T�g�r1,r2�dr1dr2

�A4�

sing the expansion of the local pair distribution function
�r1 ,r2� as in Ref. �29�, we find

FB,1
I = −

Ĉ

V	

N�N − 1�
2V2 � T�r1��1��r12
T��geq�r12�

+
1

2
r21 · �1T

dgeq

dT
	dr1dr21 �A5�

roceeding further, we note that �29�

�1��r12
T� =
r12

r12

d��r12
T�
dr12

�A6�

s an odd function of r12, due to which the first term in Eq. �A5�
valuates to zero. Thus, we obtain the following final expression
or FB,1

I to a first order in temperature gradient:

FB,1
I =

n2ĈT

4	
�� �1Tdr1

V
��� r12

dgeq�r12
T�
dT

d��r12
T�
dr12

dr12�
=

�n2ĈT

	 ��
0

�

r3dgeq

dT

d��r
T�
dr

dr�G �A7�

roceeding in a similar way, it is possible to show that to a first
I
rder in temperature gradient, FB,2 is given by

ournal of Heat Transfer
FB,2
I = −

Ĉ

V	

N�N − 1�
2V2 � T�r1���T�r1�

+
1

2
r21 · �1T	 �

�T
�1��r12
T�dr1dr21

=
n2ĈT

4	
�� �1Tdr1

V
��� r12g

eq�r12
T�
�2��r12
T�

�r12�T
dr12�

=
�n2ĈT

	 ��
0

�

r3geq�2��r
T�
�r�T

dr�G �A8�

where the term corresponding to �T�r1� evaluates to zero since
�1� is an odd function of r1. Finally, we evaluate a simplified
expression for FB,3

I . In this case, a rather straightforward calcula-
tion is performed to a first order in temperature gradient as shown
below

FB,3
I = −

kB

2V	
��

i=1

N

�
j�i

��rij
T�T�ri�PN
�N��i ln�T�ri�PN

�N��drN

= −
kB

2V	

N�N − 1�
2V2 � ��r12
T�g�r12��1T�r1�dr1dr12

= −
kBn2

4	
�� �1T�r1�dr1

V
��4�� r12

2 g�r12���r12
T�dr12�
= −

�n2kB

	 ��
0

�

r2g�r���r�dr�G �A9�

The remaining terms involve three-body interactions and hence
are ignored. Thus, we have the following final expression for the
interparticle interaction contribution to the heat flux:

FB
I =�−

�n2kB

	 ��
0

�

r2geq�r���r
T�dr�
+

�n2ĈT

	 ��
0

�

r3geq�r�
�2��r
T�

�T�r
dr�

+
�n2ĈT

	 ��
0

�

r3�geq�r�
�T

���r
T�
�r

dr�	G �A10�

The presence of dgeq /dT term in the above expression can cause
complications in the full analytical treatment of the problem. For-
tunately, the temperature dependence of geq�r� can be obtained
from the following expression derived in Refs. �26,32� for the
limiting case of n→0:

geq�r� = y�r�exp�−
��r�
kBT

� �A11�

where the function y�r� depends only on the local position in the
liquid. Use of this expression along with Eq. �A10� then yields Eq.
�25� for FB

I .

Appendix B
Here, we present the details of the molecular dynamics simula-

tion in order to calculate the equilibrium pair distribution function
geq�r�. The calculations are performed in a constant volume mi-
crocanonical ensemble. The colloidal system comprises of 2048
nanoparticles in a three dimensional periodic cell whose size is
chosen in order to correspond to a fixed number density of n.

Nanoparticle trajectories are computed using Beeman algorithm

APRIL 2008, Vol. 130 / 042406-11
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54� with a nondimensional time step size of �t*=0.005 and the
orces are computed using neighbor list method with a cutoff ra-
ius of 3.5. The system is initially equilibrated at the desired
emperature for the first 50,000 time steps using Berendsen’s ther-

ostat �55� and then next 50,000 time steps of nonthermostat
quilibration. Sampling is performed every ten time steps for the
ext 1�106 time steps in order to compute equilibrium pair dis-
ribution function using

g�r� =
1

N��
i�j

��r − ri + r j�� �B1�

here N denotes the number of nanoparticles. In order to attest the
ccuracy of the computational code the model system used in Ref.

ig. 8 Pair distribution function g„r… calculations using �*

3.74 and nondimensional temperatures of „a… T*=3.23Ã10−3

nd „b… T*=1.61Ã10−3
51� is simulated with the nondimensional parameters chosen

42406-12 / Vol. 130, APRIL 2008
from the data for Figs. 23�a� and 23�b� of Ref. �51�. A good
comparison between the pair distribution function obtained in our
work and that presented in Ref. �51�, as depicted in Figs. 8�a� and
8�b� for two sets of computations, establishes the accuracy of our
numerical technique.
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Transient and Steady-State
Experimental Comparison Study
of Effective Thermal Conductivity
of Al2O3/Water Nanofluids
Nanofluids are being studied for their potential to enhance heat transfer, which could
have a significant impact on energy generation and storage systems. However, only
limited experimental data on metal and metal-oxide based nanofluids, showing enhance-
ment of the thermal conductivity, are currently available. Moreover, the majority of the
data currently available have been obtained using transient methods. Some controversy
exists as to the validity of the measured enhancement and the possibility that this en-
hancement may be an artifact of the experimental methodology. In the current investiga-
tion, Al2O3/water nanofluids with normal diameters of 47 nm at different volume frac-
tions (0.5%, 2%, 4%, and 6%) have been investigated, using two different methodologies:
a transient hot-wire method and a steady-state cut-bar method. The comparison of the
measured data obtained using these two different experimental systems at room tempera-
ture was conducted and the experimental data at higher temperatures were obtained with
steady-state cut-bar method and compared with previously reported data obtained using
a transient hot-wire method. The arguments that the methodology is the cause of the
observed enhancement of nanofluids effective thermal conductivity are evaluated and
resolved. It is clear from the results that at room temperature, both the steady-state
cut-bar and transient hot-wire methods result in nearly identical values for the effective
thermal conductivity of the nanofluids tested, while at higher temperatures, the onset of
natural convection results in larger measured effective thermal conductivities for the
hot-wire method than those obtained using the steady-state cut-bar method. The experi-
mental data at room temperature were also compared with previously reported data at
room temperature and current available theoretical models, and the deviations of experi-
mental data from the predicted values are presented and discussed.
�DOI: 10.1115/1.2789719�

Keywords: effective thermal conductivity, nanoparticle suspensions, nanofluids, transient
hot-wire method, steady state cut-bar method
ntroduction

There are two principal experimental methods typically used to
easure the effective thermal conductivity of nanoparticle suspen-

ions: transient methods and the steady-state methods. The most
ommonly used transient method utilized for the measurement of
he effective thermal conductivity of nanoparticle suspensions,
anofluids, is the transient hot-wire method. Nagasaka and Na-
ashima �1� first applied this method to measure the thermophysi-
al properties of electrically conducting liquids. In this approach,
n electrically insulating coated platinum hot wire is suspended
ymmetrically in a liquid contained within a vertical cylindrical
ontainer. This hot wire serves as both a heating element, through
lectrical resistance heating, and as a thermometer, by measuring
he temperature dependent change in the electrical resistance of
he platinum wire. The thermal conductivity can be calculated
rom the relationship between the electrical and thermal conduc-
ivity as
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eived March 5, 2007; published online March 18, 2008. Review conducted by
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nternational Conference �ENIC2006�, Boston, MA, June 26–28, 2006.
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T�t� − Tref = q/4�k ln� 4K

a2C
t� �1�

where T�t� is the temperature of the platinum hot wire in the fluid
at time t, Tref is the temperature of the test cell, q is the applied
electric power applied to the hot wire, k is the thermal conductiv-
ity, K is the thermal diffusivity of the test fluid, a is the radius of
the platinum hot wire, and ln C=g, where g is Euler’s constant.
This relationship between �T and ln�t� is linear. The data of �T
were valid only over a valid range of ln�t�, namely, between time
t1 and time t2, the thermal conductivity of the fluid can be calcu-
lated as

k =
q

4��T2 − T1�
ln� t2

t1
� �2�

where T2−T1 is the temperature difference of the platinum hot
wire between times t1 and t2. Recently, a number of investigators
have utilized the transient hot-wire method to measure the effec-
tive thermal conductivity of a number of different nanoparticle
suspensions. These investigations included those of Choi �2�,
Eastman et al. �3�, Lee et al. �4�, Eastman et al. �5�, Xuan and Li
�6,7�, and Xie et al. �8,9� and involve the effective thermal con-
ductivities of a wide range of different nanofluids. However, the
effective thermal conductivities of nanofluids obtained supported

by steady-state methods are quite limited. The most widely refer-
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nced data are those reported by Wang and Xu �10�.
Although the transient hot-wire method for the measurement of

he effective thermal conductivity of nanofluids has been widely
sed, a number of questions have arisen regarding the accuracy of
his methodology and whether convective currents or other param-
ters might impact or affect the measured results. For instance,
adasz et al. �11� stated that the unusually high effective thermal
onductivity of nanofluids obtained using the hot-wire method
ould be the result of the thermal wave effect of hyperbolic heat
onduction used in the temperature change calculation. In the cur-
ent investigation, results obtained using a transient hot-wire
ethod and a steady-state method are compared to better under-

tand the accuracy of the two methods and determine the relative
alues.

ig. 1 Steady-state cut-bar facility; „1… stainless steel bell
over; „2… aluminum plain base stage; „3… sustaining rig; „4…
ubber o-ring; „5… screw guide; „6… band heater; „7… upper heat-
ng copper bar; „8… sample charge tube; „9… cell rubber o-ring;
10… lower cooling copper bar; „11… coolant circulation ex-
hanger; „12… coolant circulation ducts „thermocouples in cop-
er bars and distribution of thermocouples are shown in Fig. 3…

Fig. 2 The distribution of thermocouples in th
1, 2, 3, 4, and 6 reach the centerline of the upp
9, 7, 8, 5, and 18 reach the center line of th
couples 12, 17, 15, and 13, and 10, 16, 15 are

and the outer surface of the copper bar, respecti

42407-2 / Vol. 130, APRIL 2008
The steady-state measurement system employed utilizes a cut-
bar apparatus to measure the effective thermal conductivity of
nanoparticle suspensions. This apparatus and procedure have been
used previously by Peterson and Fletcher �12� to measure the
thermal conductivity of both saturated and unsaturated dispersed
ceramics �13,14�, the contact resistance of various interfacial ma-
terials �15�, and more recently, to measure the effective thermal
conductivity of nanofluids �16–19�. Using identical samples, the
results are then compared to those obtained by the hot-wire
method.

Experimental Test Facility and Procedure
The steady-state experimental facility, which was first described

by Miller and Fletcher �20�, is illustrated in Figs. 1�a� and 1�b�,
and consisted of a pair of 2.54 cm diameter copper rods, separated
by an o-ring to form the test cell; a vertical support, an electrical
heat source, a coolant heat sink, and two sample charge tubes. A
ceramic plate was placed between the electrical heat source and
the load screw jack on the vertical support to act as an insulating
layer to prevent heat loss from the heat source. In addition, a
similar insulating plate was placed between the vertical support
and the coolant heat sink.

A total of nine thermocouples were placed in each of the copper
bars, as illustrated in Fig. 2. Six of these were used to measure the
surface temperatures, two each located in the center, and the other
four located radially, halfway between the center of the test
sample and the outer surface. The remaining thermocouples were
located along the centerline at 1.15 cm intervals.

Neglecting the convective and radiation losses, the steady-state
effective thermal conductivity of the fluid or nanoparticle suspen-
sions can be modeled, as shown in Fig. 3. The heat flows down
from the upper copper bar, passes through the test cell and sample
fluid, and then flows along the lower copper bar to the heat sink.

The heat flux in a traditional cut-bar apparatus can be deter-
mined by measuring the temperature differences in the upper and
lower copper bars as indicated in Eq. �1� and then averaging the
computed heat fluxes.

q = kcopperAbar
�Tbar

�Zbar
�3�

pper and lower copper bars. Thermocouples
opper bar „the heating side…; Thermocouples
wer copper bar „the cooling side…; Thermo-
ated radially halfway between the centerline
e u
er c
e lo
loc
vely †17‡.
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Using this calculated heat flux as q from Eq. �3� and the surface
emperatures, determined by averaging the six thermocouples lo-
ated at the surface of the upper and lower bars, the effective
hermal conductivity of the fluid or the nanoparticle suspension
ample inside the test cell can be calculated as

keff = �q
�Zcell

�Tcell
− ko ringAo ring�/Acell �4�

Prior to initiating the tests, the two copper bars were carefully
ligned vertically, and a load was applied using the load screw to
nsure good contact between the copper surfaces and the o-ring
nd hence, an airtight seal and form a sealed sample cell inside.
he sample was charged into the test cell by entering the lower
ample change inlet, completely filling the test cell, and then ex-
ting through the upper charge outlet, as shown in Fig. 3. Both
ample charge channels were 1 mm diameter inside the copper
ars. During this process, care was taken to ensure that no air was
rapped in the test cell and that it was completely full of the test
uid.
The objective of the current investigation was to measure the

ffective thermal conductivity of nanoparticle suspensions using
his apparatus and to compare them to the transient hot-wire

ethod to determine the consistency and therefore the validity of
he measured results. Based on previous investigations, the en-
ancements were anticipated to be in the range from 10% to 40%.
ecause these values are relatively small, it is critical that the
xperimental test facility be as accurate as possible.

Special limit of error �SLE� thermocouples, Omega number
MQXL-020G-6 were used in the current investigation. Each and

very thermocouple was calibrated and the accuracy of each was
btained by measuring the temperature of water within the range
f the experimental process. This resulted in a maximum uncer-
ainty of less than 0.15°C and an average uncertainty of less than
.6%. Following the calibration of the thermocouples, it was nec-
ssary to determine the heat flux transferred through the o-ring as

function of temperature. To accomplish this, the heat flux
hrough the o-ring and the o-ring thermal conductivity were mea-
ured as a function of temperatures with a vacuum in the test cell.
he entire test apparatus was then calibrated in separate tests in
hich the test cell was filled with pure distilled water and pure

thylene-glycol. The calibration tests were conducted at steady
tate in a vacuum of less than 0.15 Torr and over a temperature
ange of 18.4–51°C. Steady state was determined when the tem-
erature variation of all of the thermocouples was less than 0.1°C
ver a period of 30 min. Data were recorded using an Agilent
4970A data acquisition system, and all measurements were av-
raged using at least 100 data points.

The results of these calibration tests are illustrated in Fig. 4. As
hown, the experimental results are compared with tabular data
vailable in the literature for both ethylene glycol and distilled
ater �21�, and indicate an overall experimental variation between

Fig. 3 Diagrams of sample cell and the heat flux †17‡
he measured and tabular data of well within �2.5%.

ournal of Heat Transfer
Pure distilled water �de-ionized �DI� water� was tested with this
steady-state cut-bar method system immediately before, and again
after, the nanoparticle samples were tested, and the results were
compared with the tabular values �21�. As shown in Fig. 5 �22�,
the relationship between the measured and tabular data available
in the literature is well within the overall experimental uncertainty
of less than �2.5%.

The transient hot-wire method has been used by a number of
investigators to measure the effective thermal conductivity of
nanofluids �2–9�. Some investigators utilized a Wheatstone bridge
to measure the voltage changes due to the temperature variation of
the test wire by comparing the voltages of the test wire to that of
the reference wire, and then to use this value to calculate the
thermal conductivity of the test fluid, while others measured the
voltage change directly.

The transient hot-wire �THW� experimental facility employed
here is the one described by Williams �23� and also in Rusconi et
al. �24�. The THW is essentially made from a fine wire placed in
a cell, as shown in Fig. 6, consisting mainly of a platinum/Isonel-
coated wire ��=21.45 g /cm3, k=71.6 W /m K, cp=0.1325 J /g K�
with a bare diameter of 25 �m �28 �m with the insulating coat-
ing�. The length of the wire used is variable between 25 mm and
40 mm. The supporting leads are two tantalum rods to keep the
wire straight and to connect it to the electrical system; these rods
are also electrically insulated. The electrical system is composed
of a current source �Keithley 6221� and a nanovoltmeter �Keithley

Fig. 4 Results of the tests facility calibration for distilled water
and ethylene glycol as a function of temperature †17‡

Fig. 5 The steady-state cut-bar method experimental data of
DI water „the square represents the first test data set, the dia-
mond the second test data, and the line is the tablular value

†20‡…
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182A� to collect the voltage data: using these instruments is a
ey factor in the development of this facility, because the varia-
ions in the resistance of the wire are usually quite small �less than

illivolts�, making it extremely important to have a voltage meter
ith a very high degree of sensitivity. The vessel is made of

tainless steel with an external diameter of approximately 2.5 cm
nd it is placed in a larger container that can be used to circulate
ater from a thermostatic bath in order to control the temperature

t which the experiments are performed. The current source and
he voltmeter provide the possibility of using a remote control via

general purpose interface bus �GPIB� port utilizing a MATLAB

ode to interface the instruments with a personal computer �PC�.
ne parameter of particular importance is the data acquisition

ate, because it is important to have very rapid measurements to
revent the onset of convection. The range of acquisition rates for
hese instruments should go from 0.01 NPLC to 60 NPLC, where
PLC means “number of power line cycles” and 1 NPLC is equal

o 16.7 ms. In the measurements, NPLC=0.1 is used, which cor-
esponds to an acquisition rate of about 17 ms. Each measurement
akes around 20 s, in this partition. In the first 5 s, the system
cquires the voltage signal at a very low input current �usually
mA� in order to measure the resistance of the wire before the

eating �R0�: In this way, using the resistance-temperature rela-
ionship, Fig. 7, the temperature of the sample is known and com-
ared to the thermostatic bath. In the last 15 s, the input current
witches to higher values �in the range of 50–100 mA� and the
ire starts heating; at the end, the current source is turned off and

he collected data are transferred to the software. So the modus
perandi is performing a series of runs and taking the average for
ifferent input currents �from 50 mA to 100 mA� �23�.

In Fig. 8, measurements of thermal conductivity of water and
thylene glycol at 25°C are plotted. It should be noted that the
xperimental data are linear �in a log scale� throughout almost the
ntire measurement time as expected except for the very end of
he process, where the variation is the result of turning off the

Fig. 6 Schematic of transient hot-wire test setup †22‡
ower.

42407-4 / Vol. 130, APRIL 2008
In Fig. 9, the temperature dependence of the experimental re-
sults for the thermal conductivity of water is illustrated and shows
very good agreement with the data available in literature �21�.

This preliminary calibration test would indicate that this sim-
plified transient hot wire is effective for the measurement of ther-
mal conductivity in liquids. The simplification of the system
through removal of the Wheatstone bridge and the shrinking of
the axial dimensions of the wire allow for ease in setup. Wheat-
stone bridges were typically used to measure the wire resistance;
however, the Keithley instrumentation allows for direct measure-
ment of the resistance. The smaller dimensions of the wire are
beneficial in the reduction of the sample size, which is of impor-
tance, to the desired future application of this method.

The Al2O3 /DI-water nanofluid test samples were produced by
first blending the 47 nm diameter spherical Al2O3 nanoparticle
powder �Nanophase Inc., IL� with degassed distilled water �DI
water� and ultrasonically oscillating it for 90 min. A set of differ-
ent volume fraction Al2O3 /DI-water nanofluids is generated
through 0.5, 2, 4, to 6%, and their effective thermal conductivity
was tested with both methods described above. In the previous
reports, the stabilization of nanofluids was achieved either by add-
ing surfactants to the nanofluids or changing the pH value of the
nanofluids. While without adding extra materials, the nanofluids
could also keep stable for a substantial period of time as reported

Fig. 7 Resistance-temperature relationship for the platinum
wire †22‡

Fig. 8 Measurements of thermal conductivity of water and eth-

ylene glycol †22‡
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ue to the mechanism of the nanoparticle halos �25,26�. Moreover,
dding surfactant and/or changing the pH value may have some
nfluence on the effective thermal conductivity of the nanofluids
8�. In this investigation, no surfactant or pH changes were uti-
ized and the stability of the nanofluids was carefully examined
nd shown to be very good for a period of at least 48 hours.

esults and Discussions
The effective thermal conductivity of different volume fractions

f Al2O3 /DI-water nanofluids are presented in Fig. 10, and the
ormalized enhancement of effective thermal conductivity of the
anofluids are compared to pure DI water in Fig. 11, both at room
emperature 27.5°C. First, the differences between the data mea-
ured by the cut-bar method and the hot-wire method are all
ithin the uncertainty except for the 4% volume fraction. The
easured enhancements via the hot-wire method seem to have a

inear relationship with the volume fraction at room temperature,
imilar to what has been reported previously for investigations
tilizing hot-wire methods �4,5�. In both figures, at a volume frac-
ion of 4%, the measured value of the hot-wire method is lower
han the value measured by the cut-bar method, while at volume
ractions of 2% and 6%, the value measured by the hot-wire
ethod is slightly higher. However, as addressed previously, the

ifferences in each pair values are still well within the uncertainty
f both methods, with the only exception being the volume frac-
ion of 4%. This difference, however, may be the result of other
actors of the testing techniques. The average of the repeated tests

ig. 9 Measurements of thermal conductivity of water at dif-
erent temperatures, compared to the tabulated values „NIST…
22‡

ig. 10 The comparison of the absolute values measured by

he transient method and steady-state method

ournal of Heat Transfer
could eliminate this difference. This distribution also illustrates
that there is almost no difference between the two methods re-
garding the time or technique used to measure the effective ther-
mal conductivity of nanofluids. Because the samples were pre-
pared identically, the effects of the ultrasonic vibration time, the
size distribution of the nanoparticles, any possible multibody in-
teractions, nanoparticle shape, and the interfacial phenomena or
other thermal property effects that might contribute to the effec-
tive thermal conductivity of the nanofluids were minimized.

As shown in Fig. 12, it is apparent that the increase in the
effective thermal conductivity of nanofluids �Lee et al., 28 nm
diameter Al2O3 /DI water nanofluids �4�, Eastman et al., 33 nm
diameter Al2O3 /DI water nanofluids �5�, and Xu and Wang,
28 nm diameter Al2O3 /DI water nanofluids �10�� does not always
assume a linear relationship with the volume fraction, which is not
consistent with the predictions of either Maxwell’s model �Eq.
�5�� �27�, Jeffery’s model �Eq. �6�� �28�, Davis’ model �Eq. �7��
�29�, or the Hamilton and Crosser model �Eq. �8�� �30�, which is
the same as Maxwell’s for the case where the particle is spherical.
This deviation of the experimental data from the theoretical pre-
dictions may be due to lack of particle size parameters in the
above mentioned models. Moreover, as will be illustrated in Fig.
13, the effective thermal conductivity of each volume fraction
nanofluid will increase with an increase in temperature, while the
models do not incorporate the effects of different bulk tempera-
tures. The recently introduced new models, namely, Jang and
Choi’s �Eq. �9��, �31�, Prasher’s �Eq. �10��, �32�, Kumar et al. �Eq.
�11��, �34�, and Chon et al. �Eq. �12�� �35�, all yield much larger
predictions of the enhancement of the effective thermal conduc-

Fig. 11 The comparison of the normalized enhancement mea-
sured by the transient method and steady-state method

Fig. 12 The comparison of the normalized enhancement mea-
sured by the transient method and steady-state method, and

other available experimental data and theoretical predictions
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ivity of nanofluids. As a result, a new model, which includes the
article size effect and other parameters, is necessary.

keff

k1
= 1 +

3�� − 1��
�� + 2� − �� − 1��

�5�

here keff, is the effective thermal conductivity of the suspension,
1 is the thermal conductivity of the base fluid, � is the ratio of the
hermal conductivities of the nanoparticle and base fluid, and � is
he volume fraction of the nanoparticle suspension. In this equa-
ion, Maxwell assumed that the potentials at the interface were
ontinuous and equal, thus the current passing through the inter-
ace of the two media would be the same �27�. However, the
nterfacial thermal resistance is not negligible in the nanoscale,
nd the current passing through will be severely affected.

k/k1 = 1 + 3�� + 3��2�� + �
p=6

	
Bp − 3Ap

�p − 3�2p−3� �6�

here �= ��−1� / ��−2�, volume fraction �=4 /3�a3n, a is the
adius of the particle, �=k2 /k1, P is the probability density for a
econd sphere located at r from the center of the reference sphere,
nd Ap and Bp are known coefficients. Jeffrey considered the in-
eractions between the various pairs of spheres using a second
rder expression of the volume ratio between the particles and the
uid �28�.

keff/k1 = 1 +
3�� − 1�

�� + 2 − �� − 1���
�� + f����2 + 0��3�	 �7�

here f���=�p=6
	 ��Bp−3Ap� / ��p−3�2p−3�	 was used to represent

he decaying temperature field. By developing this equation,
avis, fully aware of the difficulty of integral convergence en-

ountered in earlier investigations, considered a situation where
nside the composite material, the undisturbed temperature gradi-
nt varied inversely with the square of the distance from the
eated body �29�.

k = k1
 k2 + �n − 1�k1 − �n − 1���k1 − k2�
k2 + �n − 1�k1 + ��k1 − k2� � �8�

here k2 is the thermal conductivity of the nanoparticle, n=3 /

or spherical particles, n=3 /
2 for prolated ellipsoids, and n
3 /
1.5 for oblate ellipsoids. In this model, Hamilton and Crosser

urther developed Maxwell’s equation by including the shape fac-

ig. 13 The comparison of thermal conductivity enhancement
f current data and previous report on 47 nm diameter nano-
uids †21‡
or �30�.

42407-6 / Vol. 130, APRIL 2008
keff = k1�1 − �� + k2� + 3C1
dBF

dnano
k1 Rednano

2 Pr � �9�

where C1 is the constant, f is the volume fraction, dBF and dnano
are the diameter of the base fluid molecule and nanoparticle, re-
spectively, Rednano is the Reynolds number based on the diameter
of the nanoparticle, and Pr is the Prandtl number. In this model,
the adorption layer of fluid molecules was considered by Jang and
Choi �31�.

keff

k1
= �1 + A Rem Pr0.333 ��
 �1 + 2�� + 2��1 − ��

�1 + 2�� − ��1 − �� � �10�

where m is a constant. Prasher et al. �32� developed this equation
based on the model of heat convection between particle and sur-
rounding fluid by Acrivos and Taylor �33�.

keff

k1
− 1 = c · ūp

�rm

k1�1 − ��rp
�11�

where c is a constant, ūp is the velocity of the nanoparticle, and rm
and rp are the radius of the base fluid molecule and nanoparticle.
This equation was developed by Kumar et al. �34�.

keff/k1 = 1 + const�1/dp�0.369�T1.2321/102.4642B/�T−C�� �12�

where T is absolute temperature, and B and C are constants. This
model was an empirical model, which was based on the hot-wire
method experimental data by Chon et al. �35�.

Finally, although the effective thermal conductivities at higher
temperatures were not measured using the transient hot-wire
method, the comparison of the normalized effective thermal con-
ductivities between the steady-state cut-bar method and previous
report of transient hot-wire method was conducted �30�. In both
sets of measurements, the Al2O3 nanoparticles used were pur-
chased from a commercial source and were all the same 47 nm
diameter spherical shape and had the same � crystal phase. Hence
the validity of this comparison is quite reasonable.

As illustrated in Fig. 13, at the higher temperature, the values of
the normalized effective thermal conductivities at the same vol-
ume fraction tested by the transient hot-wire method are much
higher than the corresponding values tested by steady-state cut-bar
method. One possible explanation for this is that the onset of
natural convection as explained by Fig. 14 �24�, which pointed out
that in both cases at temperatures of 25°C and 50°C, the trend is
slightly affected by the buoyancy at 25°C, and even more so at
50°C. This effect is much more evident at the higher temperatures
and the simulation model presented above correctly predicts this

Fig. 14 Comparison between the measurements and numeri-
cal simulations for water at 25°C and 50°C †33‡
change and the onset of convection.
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onclusions
The comparison between the measured values of the sample set

f Al2O3 /DI-water nanofluids samples shows good agreement be-
ween the transient hot-wire method and steady-state cut-bar

ethod at room temperatures. The results confirm that the ob-
erved enhancement of the thermal conductivity of Al2O3/water
anofluids exists and is independent of the measurement tech-
ique. In addition, the existing models have been expanded to
ncorporate a method by which the effect of the temperature on
he effective thermal conductivity can be incorporated. These ex-
anded models need then to be verified and improved to accu-
ately represent the effect of temperature on the effective thermal
onductivity Al2O3/water nanofluids at different volume fractions.
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Thermal Conductivity Equations
Based on Brownian Motion in
Suspensions of Nanoparticles
„Nanofluids…
Thermal conductivity equations for the suspension of nanoparticles (nanofluids) have
been derived from the kinetic theory of particles under relaxation time approximations.
These equations, which take into account the microconvection caused by the particle
Brownian motion, can be used to evaluate the contribution of particle Brownian motion
to thermal transport in nanofluids. The relaxation time of the particle Brownian motion is
found to be significantly affected by the long-time tail in Brownian motion, which indi-
cates a surprising persistence of particle velocity. The long-time tail in Brownian motion
could play a significant role in the enhanced thermal conductivity in nanofluids, as
suggested by the comparison between the theoretical results and the experimental data
for the Al2O3-in-water nanofluids. �DOI: 10.1115/1.2789721�

Keywords: nanofluids, thermal conductivity, Brownian motion, relaxation time,
nanoparticles
Nanofluids are suspensions of high thermal conductivity nano-
articles that offer the potential to surpass the performance of
onventional heat transfer fluids �1–10�. Unusually high thermal
onductivity enhancement has been experimentally reported in
arious nanofluid systems �2–8�. A strong dependence of conduc-
ivity enhancement on temperature has also been observed. How-
ver, existing theories have difficulties explaining these observed
bnormal behaviors. Traditional thermal conductivity theories for
omposites, such as the effective medium theory �EMT�, were
nitially developed by Maxwell in 1873 �11�. According to the
MT, thermal conductivity of nanofluids containing a low volume

raction of high thermal conductivity spherical particles is �11,12�

kdiff = kf�1 + 3�
� − 1

� + 2
� �1�

here kf is the thermal conductivity of the base fluids, � the
olume fraction of the particles, and �=rp /Rbkf, rp is the particle
adius and Rb is the thermal resistance per unit area of the particle/
uid interface. Equation �1� has been successfully applied to ex-
lain thermal conductivity of solid-solid composites in which heat
s transported by diffusive conduction, but cannot explain by itself
he abnormal conductivity enhancement in nanofluids.

Recently, a number of theoretical studies have been published
o explain the thermal conductivity enhancement of nanofluids,
ut the mechanisms of the thermal conductivity enhancement are
till under hot debate �9,10,13–18�. In this paper, thermal conduc-
ivity equations in nanofluids are derived based on the kinetic
heory of particles dispersed in the fluids. These equations take
nto account fluid convective heat transfer caused by the Brown-
an movement of nanoparticles. It is also found that the relaxation
ime of particle Brownian motion could be significantly affected
y the long-time tail in Brownian motion, which indicates a sur-
rising persistence of particle velocity.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 24, 2007; final manuscript re-
eived March 4, 2007; published online March 18, 2008. Review conducted by
hristopher Dames. Paper presented at the ASME 2006 Energy Nanotechnology
nternational Conference �ENIC2006�, Boston, MA, June 26–28, 2006.

ournal of Heat Transfer Copyright © 20
Nanoparticles in the fluids are small enough to be affected by
Brownian motion due to collisions with surrounding thermal mol-
ecules �19�. The particle motion may cause fluid convection to
promote heat transfer in nanofluids. To evaluate the contribution
of such fluid convection on thermal transport in nanofluids, a ther-
mal conductivity equation will be derived, starting by making the
following assumptions.

1. Heat is transported in nanofluids primarily by two parallel
paths: one is by diffusive conduction of the fluids and the
nanoparticles, the other is by fluid convection caused by the
particle Brownian motion. The overall heat transfer rate in
nanofluids, qtot, can be expressed as qtot=qdiff+qB, where
subscripts diff and B denote the contributions from the dif-
fusive heat conduction and the particle Brownian motion,
respectively. Consequently, the effective thermal conductiv-
ity of the nanofluids, ktot, is

ktot = kdiff + kB �2�

where kdiff can be evaluated from Eq. �1�.
2. The nanoparticles are distinguishable from one another and

can be treated as classical particles.
3. Each single particle executes a movement, which is indepen-

dent of the movement of all other particles. Due to this as-
sumption, the thermal conductivity equations derived below
are applicable to nanofluids with low volume fractions of
particles.

4. In the absence of external forces �gravity can be neglected�,
there is no preferred position for a nanoparticle, and there is
no preferred direction for the velocity.

5. Nanoparticles in suspensions are small enough to be affected
by Brownian motion, but still large enough for the fluid to be
treated as a continuum.

Let us consider a nanofluid in an imaginary cylindrical con-
tainer with each end wall having area A. A stationary coordinate
system �X ,Y ,Z� is defined so that the origin is positioned in an
arbitrary plane between the two end walls, and the Z axis is along

the cylinder, as illustrated in Fig. 1. In addition, a local coordinate

APRIL 2008, Vol. 130 / 042408-108 by ASME
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ystem �x ,y ,z� is defined with its origin at the center of a moving
article �for example, particle i in Fig. 1� and x, y, and z axes are
arallel to X, Y, and Z axes, respectively. A temperature gradient,
T /dZ, exists along the Z axis, so heat transports in the +Z direc-
ion. The nanofluid has a particle number density of n.

Heat that is transported through the Z=0 plane by fluid convec-
ion caused by the particle Brownian motion will be examined to
etermine the kB. Consider a nanoparticle i located in �Xi ,Yi ,Zi�
nd moving at a velocity of up in the +Z direction, as shown in
ig. 1. According to the equipartition theorem, the mean squared
elocity of a Brownian particle can be defined as �19,20�

up
2 =

3KBT

mp
�3�

here KB is the Boltzmann constant, T the temperature in Kelvin,
nd mp the particle mass. As a result of the particle movement,
uid flow near the particle is developed. The fluid flow is charac-

erized by two distinct regions: the hydrodynamic boundary layer
nd a region outside the boundary layer in which the fluid motion
s negligible. The boundary layer thickness lB is typically defined
s the value of r for which u�r�=0.01up �21�. In general, lB is
uch larger than the mean free path of a Brownian particle, �up,

ince �up is of the order of the particle size �19,20�. Here, � is the
elaxation time of the particle, providing a measure of the time
equired for a particle to forget its initial velocity. A steady fluid
ow during the time interval � is assumed for simplicity in evalu-
ting the heat transfer rate by the fluid flow.

Given the fluid velocity field u�x ,y ,z� around the particle i, as
llustrated in Fig. 1, the amount of thermal energy across the Z
0 plane during the time interval � that is carried with the fluid
ow is

Qi�Zi� =�
x=−lB

lB �
y=−lB

lB

CfT�Z = − �uz�uz�x,y,z = − �uz − Zi��dxdy

�4�

here Cf is the heat capacity per unit volume of the fluid, T�Z� the
uid temperature, and uz the Z component of the fluid velocity. Qi
aries with the particle coordinate Zi, i.e., the distance between the
article and the Z=0 plane, but does not depend on its X or Y
oordinates.

If particles move in the �X and �Y directions, it can be as-
umed that they have negligible contribution to heat transport in

ig. 1 A nanoparticle with coordinates „Xi, Yi, Zi… moves at
elocity up toward the Z=0 plane. The origin of the local coor-
inate system „x, y, z… is at the center of the moving particle.
he hydrodynamic layer thickness is lB.
he Z direction because the fluid temperature varies only in the Z

42408-2 / Vol. 130, APRIL 2008
direction. Since particles move randomly in all directions, 1 /6 of
the total particles, on the average, move in the +Z direction, and
an equal number in the reverse direction �22,23�. The number of
particles that travel in the +Z direction and are located between
the Z=−lB−�up and Z= lB−�up planes is nAlB /3. These nAlB /3
particles will stimulate fluid flow passing across the Z=0 plane in
the +Z direction during the time interval �. Therefore, the total
thermal energy that is transported through the Z=0 plane in the
+Z direction during time interval � by the stimulated fluid flow is

Q+ = �
i=1

nAlB/3

Qi�Zi� = �
i=1

nAlB/3�
x=−lB

lB �
y=−lB

lB

CfT�− �uz�

�uz�x,y,z = − �uz − Zi��dxdy

=
nA

6
Cf��

Z=−lB−�up

lB−�up �
x=−lB

lB �
y=−lB

lB

T�− �uz�

�uz�x,y,z = − �uz − Z�dxdydZ �5�

where the summation over i can be replaced by integration over Z
when the particle number density is not extremely low, i.e., n
�1 /AlB. Similarly, the thermal energy transported in the −Z di-
rection is

Q− =
nA

6
Cf��

Z=−lB−�up

lB−�up �
x=−lB

lB �
y=−lB

lB

T��uz�uz

�x,y,z = − �uz − Z�dxdydZ �6�
Although an equal amount of mass flow �fluid� passes through the
Z=0 plane in the −Z direction, it carries lower thermal energy
than those in the +Z direction because the temperature T decreases
with increasing Z. Hence, the net heat transfer is

Qnet = Q+ − Q−

= −
nA

3
Cf�

2dT

dZ

��
Z=−lB−�up

lB−�up �
x=−lB

lB �
y=−lB

lB

uz
2�x,y,z = − �uz − Z�dxdydZ

�7�

Recalling that lB��up, the Qnet can be written as

Qnet = −
nA

3
Cf�

2dT

dZ 	

VB

uz
2�x,y,z�dxdydz �8�

where the squared velocity is integrated over the hydrodynamic
boundary layer. Comparison of Eq. �8� with Fourier’s law of heat
conduction leads to the following expression for the kB:

kB =
1

3
nCf�	


VB

uz
2�x,y,z�dxdydz �9�

where uz is the Z component of the fluid velocity. Equation �9� is
the general form of the thermal conductivity equation that de-
scribes the contribution of fluid convection caused by the particle
Brownian motion to heat transport in nanofluids. It is interesting
that this expression is similar to the thermal conductivity equation
for solids k=Cu2� /3. According to Eq. �9�, kB is proportional to n,
Cf, and �, and depends on the integration of the square of the fluid
velocity over the entire boundary layer.

The flow velocity can be obtained in theory by solving the
integral momentum and kinetic energy equations. The Reynolds
number based on up given by Eq. �3� can be written as Re
=2rpup� f /� f, where � is the dynamic viscosity, � is the mass
density, and subscripts p and f denote the particles and the fluids,
respectively. For the Brownian particles in the fluid, Re is in-

�
versely proportional to rp. For example, the Re for 40 nm Al2O3
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articles in water, Re=0.058, is very small and therefore the con-
ective flow falls in the Stokes regime. The Stokes flow caused by
moving sphere is illustrated in Fig. 2. Assuming an incompress-

ble fluid, the integral momentum and kinetic energy equations for
he Stokes flow around a moving sphere can be solved analytically
21�:

ur = up cos 	�3

2
� rp

r
� −

1

2
� rp

r
�3 ,

u	 = up sin 	�−
3

4
� rp

r
� −

1

4
� rp

r
�3 �10�

Substituting Eq. �10� to Eq. �9� and performing some straight-
orward but tedious integration, we obtain the thermal conductiv-
ty equation for spherical particles:

kB = 157.5�Cfup
2� �11�

here �= ��4 /3�
rp
3�n is the volume fraction of the particles, Cf

s the heat capacity per unit volume of the fluid �not the particles�,
p is the Brownian velocity of the particle, and � is the particle
elaxation time. Please note that the proportionality 157.5 is not a
tting constant, but is strictly obtained from the analytical integra-

ion of the fluid velocity over the hydrodynamic boundary layer
round the Brownian particle. This thermal conduction equation
Eq. �11�� in nanofluids is virtually parameter free, and reveals
ow the kB in nanofluids depends on the fundamental properties of
he particles and the fluids. Cf, up, and � can be obtained rela-
ively easily, but the particle relaxation time � is difficult to be
etermined both experimentally and theoretically.

The relaxation time of particle Brownian motion must be re-
ated to the velocity correlation function R�t� that is defined as
�t�= �u�t0�u�t0+ t�� �20�. If R�t� is given, � could be evaluated as

� =

�
0

�

tR�t�dt

�
0

�

R�t�dt

�12�

f the R�t� has an exponential form, exp�−t /�0�, �=�0 according to
q. �12�.
The Langevin equation, in which the random fluctuating force

s balanced with the particle inertia and the pseudosteady Stokes
rag, is often used to calculate the velocity autocorrelation R�t�.

ig. 2 Stokes flow around a spherical particle moving at up in
he fluid. The origin of the local spherical coordinate system is
t the center of the particle.
he solution to the Langevin equation leads to �20�
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Rhp�t� =
KBT

mp
exp�−

6
� frp

mp
t� �13�

and

� =
mp

6
� frp
�14�

where the subscript hp denotes heavy particles. The Langevin
equation does not consider the effects of the inertia of the fluid
surrounding the particle. Therefore, it can be used to evaluate the
velocity autocorrelation only when the mass density of particles is
much larger than the fluid density, i.e., �p /� f →�. For general
particles, a long-time tail in the velocity autocorrelation function
R�t�, i.e., a surprising persistence of the particle velocity, has been
observed both theoretically and experimentally �24,25�. The long-
time tail in Brownian motion should have a significant effect on
the relaxation time of the Brownian particles. The Langevin equa-
tion fails to describe this phenomenon. Unfortunately, there is no
analytic solution to the velocity autocorrelation function R�t� of
general particles when the fluid inertia is considered. For neutrally
buoyant particles, i.e., �p /� f =1, several different approaches were
pursued to take into account the fluid inertia in literature and the
following expression was obtained �26,27�:

Rnp�t� =
2

3

KBT

mp
Im���3 + I�exp���3 + I�2 3� f

4rp
2� f

t
�erfc���3 + I�� 3� f

4rp
2� f

t� �15�

where Im�z� gives the imaginary part of the complex number z
and I is an imaginary unit. In general cases, the particle mass
density falls in between the two extreme cases of �p /� f =1 and
�p /� f →�. In this work, a weighted average of the velocity auto-
correlation function is used for the � evaluation,

R�t� = Rnp
M �t�Rhp

1−M�t� �16�

where M is a weighting parameter and should lie between 0 and 1.
The M is treated as a fitting parameter here since there is no
simple way to calculate it. For very large particles or very viscous
fluids, � goes to zero according to Eqs. �12�–�16�, and thus Eq. �2�
reduces to the EMT.

The velocity autocorrelation function versus delay time is plot-
ted in Fig. 3 for Brownian particles using each of the above for-
mulations �Eqs. �13�, �15�, and �16��. In short-time limit, Rnp�0+�
is smaller than Rhp�0+� due to the added mass from the fluid to the

Fig. 3 The velocity autocorrelation function R„t… evaluated us-
ing Eq. „13… „heavy particle approximation…, Eq. „15… „neutrally
buoyant particle approximation…, and Eq. „16… „general particle,
M=0.999967…. �p=3.9 g/cm3

„alumina…, �f=1.0 g/cm3
„water…,

and a=23.5 nm.
particle. In long-time limit, Rnp has a long tail, rather than decay-
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ng exponentially as Rhp. The weighted average of R�t� lies in
etween Rnp and Rnp. It is clear from Fig. 3 that �1� different
xpressions for the velocity autocorrelation function will lead to
ery different relaxation time, and �2� the Langevin equation
ight significantly underestimate the relaxation time of Brownian

articles.
As an example, the derived thermal conductivity equations and

he formula for evaluating the relaxation time are applied to an
l2O3-in-water nanofluid system, as shown in Fig. 4. It can be

een in Fig. 4 that these equations could explain the thermal con-
uctivity enhancement observed in Al2O3-in-water nanofluids by
ssuming M =0.999967 for all fluid temperatures and particle di-
meters. Most importantly, the basic trends observed experimen-
ally are captured by these equations, that is, the thermal conduc-
ivity enhancement in nanofluids increases with increasing
emperature and with decreasing nanoparticle size. The dynamic
iscosity of the fluid � f and the Brownian velocity of the particle
p would be primarily responsible for the experimentally observed
trong temperature dependence of the conductivity enhancement
n nanofluids.

Please note that the weighting parameter M used in the evalu-
tion of the particle relaxation time depends on the ratio of mass
ensity of the particles and the fluid, as shown in Eq. �15�, M
0 for �p /� f →� and M =1 for �p /� f =1. To fit the experimental
ata in the Al2O3-in-water nanofluids, M is chosen to be
.999967. M =0.999967 might not be necessarily inconsistent
ith the fact that �p�4� f since M represents the average of �p
� and �p=� f. In the end, however, the real value of M and also

he relaxation time need to be determined experimentally. If the
tting value of M is larger than its real value, it implies that the
ontribution of particle Brownian is overestimated and other
echanisms such as particle aggregation should be considered.
In comparison with the derived thermal conductivity equations,

he EMT �Eq. �1�� predicts that, assuming Rb=7.7
10−9 K m2 /W �15�, the thermal conductivity enhancements in
l2O3-in-water nanofluids are 0.2%, 1.7%, and 2.5% for dp
11 nm, 47 nm, and 150 nm, respectively. The predicted conduc-

ivity enhancement shows little dependence on the fluid tempera-
ure. When compared to the experimental data shown in Fig. 4,
he EMT underpredicts the data and completely fails to explain
ependence of the thermal conductivity enhancement on the fluid
emperature and the particle size.

In summary, thermal conductivity equations have been estab-

ig. 4 Comparison of the thermal conductivity equations with
xperimental data for nanofluids consisting of Al2O3 nanopar-
icles dispersed in water, for varying temperatures and particle
iameters. Experimental data are from Ref. 5.
ished to evaluate the contribution of Brownian motion of nano-

42408-4 / Vol. 130, APRIL 2008
particles dispersed in fluids. These equations are derived from the
kinetic theory of particles in the fluids under relaxation time ap-
proximations, taking into account the convective heat transfer that
is caused by the particle Brownian motion. The long-time tail in
Brownian motion, i.e., the surprising persistence of particle veloc-
ity due to the fluid inertia, could play a significant role in thermal
transport in nanofluids. Future experiments are needed to assess
the effects of the long-time tail in Brownian motion on the relax-
ation time of nanoparticles in fluids.
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A Photoelectrochemical Model
of Proton Exchange Water
Electrolysis for Hydrogen
Production
A photoelectrochemical model for hydrogen production from water electrolysis using
proton exchange membrane is proposed based on Butler-Volmer kinetics for electrodes
and transport resistance in the polymer electrolyte. An equivalent electrical circuit anal-
ogy is proposed for the sequential kinetic and transport resistances. The model provides
a relation between the applied terminal voltage of electrolysis cell and the current density
in terms of Nernst potential, exchange current densities, and conductivity of polymer
electrolyte. Effects of temperature on the voltage, power supply, and hydrogen production
are examined with the developed model. Increasing temperature will reduce the required
power supply and increase the hydrogen production. An increase of about 11% is
achieved by varying the temperature from 30°C to 80°C. The required power supply
decreases as the illumination intensity becomes greater. The power supply due to the
cathode overpotential does not change too much with the illumination intensity. Effects of
the illumination intensity can be observed as the current density is relatively small for the
examined illumination intensities. �DOI: 10.1115/1.2789722�

Keywords: photoelectrochemical model, electrolysis, PEM, hydrogen production
ntroduction
Hydrogen is expected to play an important role as an energy

arrier of the future as the quality of human life increasingly de-
ends on the availability of energy resources �1,2�. Hydrogen may
e used as fuel in almost every application where fossil fuels are
eing used today, but almost without harmful emissions. How-
ver, hydrogen is not an energy source, and it does not occur in
ature in its elemental or molecular form. Several methods have
een and are being developed for production of hydrogen from
enewable energy sources �3�. One of these methods is to capture
he energy that is freely available from sunlight and to directly
enerate hydrogen. Research of photoelectrochemical systems
hat produce hydrogen directly from water using sunlight as the
nergy source has received increasing attention for the past de-
ades �4,5�. Moreover, the advent of nanocrystalline semiconduc-
or systems has rekindled interest in hydrogen production from
ater electrolysis by visible light �6�.
The water electrolyzer cell with proton exchange membrane

PEM� has been utilized in many energy-related fields such as fuel
ell, and solar cell systems. Electrolysis of water using the PEM is
onsidered as a promising methodology for producing hydrogen
ecause of its advantages over the classical alkaline process in
erms of its simplicity, high energy efficiency, and specific pro-
uction capacity. Basically, a PEM electrolyzer cell is similar to a
EM fuel cell. It has a polymer membrane, porous electrodes,
urrent collectors and separator plates, and manifolds. In general,
he principle of its operation is just reverse of fuel cell operation.
n one electrode �anode�, water is split into oxygen, protons, and

lectrons by applying a DC voltage higher than a thermoneutral
oltage. Protons pass through the polymer electrolyte membrane
nd on the other electrode �cathode� combine with electrons to
orm hydrogen. Passage of protons through the membrane is ac-
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eived March 28, 2007; published online March 18, 2008. Review conducted by

hristopher Dames.

ournal of Heat Transfer Copyright © 20
companied by water transport �electro-osmotic drag�. Although
there are many studies on the theoretical analysis of PEM fuel
cells �7–10�, not much has been reported on the kinetics and po-
larization characteristics of the PEM electrolyzer cell. In order to
design and use the PEM electrolyzer effectively, analytical and/or
numerical models for the device are necessary so that the system
may be optimized. Onda et al. �11� provided a voltage-current
relation wherein the cell voltage is described as the sum of Nernst
voltage, anode and cathode overpotentials, and resistive overpo-
tential. Empirical equations were utilized for the anode and cath-
ode overpotentials as a function of temperature of the electrolytes
and current density of the cell. A simple model for electrochemi-
cal process in the water electrolysis cell was developed by Choi et
al. �12�. However, none of such models, to the authors’ knowl-
edge, has been seen in the published literature for the photoelec-
trochemical PEM electrolysis cell. The present study is motivated
by such need to develop a simple but useful first-generation the-
oretical model to explain the current-potential characteristics of
photoelectrochemical PEM electrolysis cell based on the involved
charge and mass balances as well as Butler-Volmer kinetics on the
electrode surfaces.

Method Descriptions
Electrolysis of water is the dissociation of water molecules into

hydrogen and oxygen. A potential is applied across the electro-
chemical cell to induce electrochemical reactions at both elec-
trodes. A schematic of the water electrolysis cell is shown in Fig.
1. Water is introduced at the anode and dissociated into oxygen,
protons, and electrons. For the pure water electrolysis process, the
reaction at the anode can be expressed as

H2O � 2H+ + 2e− + 0.5O2 �1�
Under an electric field, the protons are driven through the PEM

to the cathode where they combine with the electrons arriving
from the external circuit to form hydrogen gas:

+ −
2H + 2e � H2 �2�

APRIL 2008, Vol. 130 / 042409-108 by ASME
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Therefore, the net reaction in the electrolysis cell can be written
s

H2O � H2 + 0.5O2 �3�
The membrane-electrode assembly �MEA� is the main part of

he PEM water electrolysis cell. The perfluorosulfonic acid poly-
er such as Nafion® has been widely used as the membrane for
ater electrolysis because of its intrinsic properties: excellent

hemical and mechanical stability, high protonic conductivity, and
as impermeability �13,14�. Because of the highly acidic environ-
ent produced by sulfonic acid groups at the membrane surfaces,

cid-resistance noble metals or their oxides must be used for elec-
rocatalysts. Platinum provides a significant overpotential and the
est performance, and it is commonly used for water electrolysis
14�.

Before a detailed analysis of the current distributions in the
EM electrolysis cell, it is important to have a correct description
f the constituents of the cell voltage at the macroscopic level. A
implified mathematical model is developed based on appropriate
ass balances, transport, and electrochemical kinetics applied to

he PEM electrolysis cell, using the similar model development as
ef. �12�.
First, the anode chamber is assumed to be well mixed. The
ass balances of water and oxygen at the anode and that of hy-

rogen at the cathode can be written as �15�

ṄH2O,in − ṄH2O,out =
iA

2F
�4�

ṄH2,in − ṄH2,out = −
iA

2F
�5�

ṄO2,in − ṄO2,out = −
iA

4F
�6�

here Ṅ, i, A, and F are the molar flow rates, current density,
EA area, and Faraday constant, respectively.
The potential of the electrode when a net current flows through

he electrode �i�0� diminished by the equilibrium potential
when i=0� is called the overpotential. The overpotential may be
egarded as the extra potential necessary to reduce the energy
arrier of the rate-determining step to a value such that the elec-
rode reaction proceeds at a desired rate. The stoichiometric num-
er of a reaction is defined as the number of times the rate-
etermining step takes place for one act of overall reaction. The
ffect of light on electrode reactions is akin to its effect on chemi-
al reactions �photochemistry�. The number of electrons, n�, emit-
ed in a second by a metal in a vacuum per unit of incident light

Fig. 1 Schematic of the PEM solar electrolyzer
nergy is given by �16�

42409-2 / Vol. 130, APRIL 2008
n� =
mc2

h2�2�1 −
�M

h�
� �7�

where m is the mass of electron, c is the velocity of light, �M is
the work function of the metal, and � is the frequency of light of
standard intensity I0.

It is assumed that there are no transport limitations. The Butler-
Volmer expression utilized for the overall electrochemical reaction
at the anode and the charge-transfer reaction under illumination
can be given as �17�

i = iA0�exp��A�e
−F�A

RT
� − exp�−

�1 − �A��e
−F�A

RT
��

+ F
I�

I0

mc2

h2�2�1 −
�M + �

h�
� �8�

where iA0 is the anode exchange current density, �e
− is the stoichi-

ometric coefficient of electrons in the anode, �A is the transfer
coefficient, �A is the anode overpotential, Iv is the intensity of
illumination, R is the universal constant of gases, T is the tem-
perature, and � is the surface potential difference at the metal-
solution surface.

Assuming that the effective transfer coefficient �A=0.5 and
�e

−=2 �18�, the anode overpotential can be written in the following
form:

i = iA0�exp�F�A

RT
� − exp�−

F�A

RT
�� + i� �9�

�A =
RT

F
sinh−1� i − i�

2iA0
� �10�

where

i� = F
I�

I0

mc2

h2�2�1 −
�M + �

h�
�

Similarly, for the cathode, if Butler-Volmer equation is utilized
along with �C=0.5 and �e

−=−2, the cathode overpotential can be
obtained as

�C = −
RT

F
sinh−1� iC

2iC0
� �11�

where iC0 is the cathode exchange current density. Here, it should
be noted that the solutions are assumed to be well mixed in the
chambers and thus the surface concentrations do not differ appre-
ciably from the bulk phase.

At steady state, the divergence of current density in the PEM is
zero, i.e.,

di

dz
= 0 and i = − �

d�

dz
�12�

where � is the conductivity of the electrolyte and � is the poten-
tial in the membrane.

Fig. 2 Equivalent circuit for the solar water electrolysis
process
Figure 2 shows the equivalent circuit for photoelectrolysis pro-
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ess represented by a series of resistances. The overall applied cell
otential is thus composed of the cell Nernst potential �V0�, anode
�A� and cathode ��C� overpotentials, overpotential due to mem-
rane ��M�, and interfacial resistance ��I�. It can be written as

V = V0 + �A − �C + �M + �I �13�

here the interfacial overpotential ��I� may be written in terms of
nterfacial resistance RI and current density as �I=RIi.

The Nernst potential or equilibrium open circuit potential �V0�
s empirically expressed as �19�

V0 =
�G

2F
+

�S

2F
�T − Tref� +

RT

2F
�ln�PH2

� +
1

2
ln�PO2

�� �14�

rom the reaction as shown in Eqs. �1�–�3�, the equilibrium po-
ential can be expressed as

V0 = 1.23 − 0.9 � 10−3�T − 298� +
RT

4F
ln�PH2

2 PO2
� �15�

The overpotential due to membrane resistance can be obtained
y integrating Eq. �12�:

�M = �LM

�M
�i �16�

here LM is the thickness of the PEM, and �M is the conductivity
f the electrolyte. The membrane’s resistance depends mainly on
he temperature and moisture content in the membrane. Conduc-
ivity of Nafion® can be described by the following relation �20�:

�M = �M
ref exp�1268� 1

Tref
−

1

T
�� �17�

Therefore, the overall cell voltage-current relation for the elec-
rolysis cell can be obtained by combining the above equations:

V = V0 +
RT

F
sinh−1�1

2
� i − i�

iA0
�� +

RT

F
sinh−1�1

2
� iC

iC0
��

+ �LM

�M
�i + RIi �18�

Then, the required power density can be obtained by P=Vi as

P = V0i +
RT

F
sinh−1�1

2
� i − i�

iA0
��i

+
RT

F
sinh−1�1

2
� iC

iC0
��i + �LM

�M
�i2 + RIi

2 �19�

The rate of hydrogen production is derived in a way similar to
ydrogen usage in the PEM fuel cell, except that there are two
oles of electrons to generate a mole of hydrogen, and hence the

ydrogen production rate is written as follows:

H2,production =
i

2F
�20�

The electrolysis process has been represented by an equivalent
lectrical circuit consisting of a series of resistances standing for
ach individual steps. In analogy to linear Ohm’s law, a differen-
ial resistance Rd can be defined for an electrolysis cell as �18�

Rd =
d�V − V0�

di
�21�

Rd =
d�A

di
−

d�C

di
+

d�M

di
+

d�I

di
= RA + RC + RM + RI �22�

RA =
RT

2
�23�
�2FiA0�	1 + ��i − i��/2iA0�

ournal of Heat Transfer
RC =
RT

�2FiC0�	1 + �iC/2iC0�2
�24�

RM = LM/�M �25�

It should be noted that iC= i− i�.

Results and Discussions
The voltage-current density curves are presented in Fig. 3 for

pure water electrolysis �without photocurrent� at the temperature
of T=80°C. Values of the physical properties are listed in Table 1.
During the present modeling, the conductivity of the electrolyte at
the reference state ��m

ref�, which appears in Eq. �17�, is determined
to be 0.072 S /cm at the reference temperature of Tref=298 K. In
addition, a correction factor of 1.75 from computer optimization is
used in Eqs. �8� and �11�, because there is a limitation for mass
transfer, e.g., oxygen diffusion from catalyst site to gas bubble
across a diffusion film near electrodes. Such value is selected as
fitting parameter in order to optimize the match with the experi-
mental data, as shown in Fig. 3. The exchange current density, i0,
depends on the temperature at the electrode surface and also the
roughness factor, which is defined as the electrochemically deter-
mined electrode area divided by the geometric area: i0=	M

�exp�−E /R��1 /T�− �1 /Tref���i0
ref, where E is the activation en-

ergy. It can be seen that comparisons between the computed re-
sults and the measured data �13� are in very favorable agreement.

Effects of different temperatures on the voltage-current density
curves are shown in Fig. 4. The anode and cathode overpotentials
are presented in Fig. 4�a� as a function of the current density. It
can be seen that the anode and cathode overpotentials become
greater as the temperature decreases, as a result of the decreasing
exchange current density with the increase of temperature. For the
purpose of clarity, the membrane Ohmic drop and the equilibrium
voltage are exhibited in Fig. 4�b�. Both the membrane Ohmic drop
and the equilibrium voltage become greater as the temperature
decreases.

Figure 5 shows the differential resistances for water electrolysis
cell for different temperatures. The membrane differential resis-

Fig. 3 Comparisons of the computed results with the mea-
sured data

Table 1 Model parameters for water electrolysis cell

Parameters iA0,Pt iA0,Pt iC0 LM 	M
Values 10−9 8�10−7 3�10−3 178 150

Dimensions A /cm2 A /cm2 A /cm2 
m 1
APRIL 2008, Vol. 130 / 042409-3
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ance increases with the decrease of temperature. As the tempera-
ure becomes smaller �such as T=50°C and 30°C�, the anode and
he cathode differential resistances become closer to each other. At
=30°C, they almost overlay with each other. Effects of tempera-

ure on the power supply are presented in Fig. 6. The minimum
ower supply in this figure is the required power supply for over-
oming the equilibrium open circuit potential. The required power
upply increases as the temperature decreases. This can be seen
ore clearly for the power supply due to anode overpotentials.
ydrogen production rates for different temperatures are exhibited

n Fig. 7. For the same power supply, the hydrogen production
ate becomes greater with the increase of temperature. For in-
tance, the hydrogen production rate increases by approximately
1% from the temperature of 30°C to 80°C.

Effects of the illumination intensity on the voltage-current den-
ity curves are presented in Fig. 8 for I� / I0=0, 0.5, and 1. The
emperature is taken as a constant of T=80°C. The frequency of
he incident light is typically taken as 6.5�1015 Hz. The surface
otential ��� is assumed to be 0.1 eV, although different values
an be examined without a lot of difficulties. Both the anode and
he cathode overpotentials decrease as the illumination intensity
ncreases. This can be seen more clearly as the magnitude of the
urrent density is small. Effects of the illumination intensity be-
ome less significant as the current density increases. This is be-
ause for the selected illumination intensities, the photocurrent

ig. 4 Effects of temperature on the voltages of the water elec-
rolysis cell
lays a more important role than the electrochemical current. As

42409-4 / Vol. 130, APRIL 2008
the current density increases, the electrochemical current becomes
more predominant and then effects of the photocurrent become

Fig. 5 Effects of temperature on differential resistances for
water electrolysis
less significant.

Transactions of the ASME
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The power supplies due to the anode and cathode overpotentials
or different illumination intensities are plotted in Fig. 9. Effects
f the illumination intensity can be observed as the current density

ig. 6 Effects of temperature on required power supply for
ater electrolysis
s relatively small. The required power supply decreases as the

ournal of Heat Transfer
illumination intensity becomes greater. The power supply due to
the cathode overpotential does not change too much with the illu-
mination intensity. Illumination intensity effects on the hydrogen
production are presented in Fig. 10. Effects of the illumination
intensity can be observed as the current density is relatively small
for the examined illumination intensities.

Conclusions
A photoelectrochemical model is developed for the water elec-

trolysis process. Electrolysis process is represented by the equiva-
lent electric circuit. Effects of temperature on the voltage, power
supply, and hydrogen production are examined with the developed
model. Increasing temperature will decrease the required power
supply and increase the hydrogen production. An increase of
about 11% is achieved by varying the temperature from
30°C to 80°C. The required power supply decreases as the illu-
mination intensity becomes greater. The power supply due to the
cathode overpotential does not change too much with the illumi-
nation intensity. Effects of the illumination intensity can be ob-
served as the current density is relatively small for the examined
illumination intensities.

Fig. 7 Effects of temperature on hydrogen production rate

Fig. 8 Effects of illumination intensity on voltage-current den-

sity curve

APRIL 2008, Vol. 130 / 042409-5
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omenclature
c � speed of light in vacuum=2.9979�108 m /s
E � activation energy
F � Faraday constant=9.6485�104 C /mol
h � Planck constant=6.626�10−34 J s
I0 � standard intensity of light
i � current density

i0 � exchange current density
LB � thickness of the proton exchange membrane
m � mass of electron=9.1096�10−31 kg

Ṅ � molar flow rate
n � number of electrons transferred in the reaction

ig. 10 Effects of illumination intensity on hydrogen produc-
ion rate

ig. 9 Effects of illumination intensity on electrode
verpotentials
42409-6 / Vol. 130, APRIL 2008
P � pressure
R � universal constant of gases=8.314 J / �mol K�

RA � anode differential resistance
RC � cathode differential resistance
RI � interfacial differential resistance

RM � membrane differential resistance
T � temperature

Tref � reference temperature
V � voltage

V0 � equilibrium voltage

Greek Symbols
� � transfer coefficient
� � surface potential difference at the metal-

solution interface
	M � roughness factor
�B � conductivity of the electrolyte

�M � work function of the metal
� � frequency of light
� � overpotential

�A � anode overpotential
�C � cathode overpotential
�I � overpotential due to interfacial resistance

�M � overpotential due to membrane
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Modeling the Thermal
Conductivity and Phonon
Transport in Nanoparticle
Composites Using Monte Carlo
Simulation1

This paper presents a Monte Carlo simulation scheme to study the phonon transport and
the thermal conductivity of nanocomposites. Special attention has been paid to the imple-
mentation of periodic boundary condition in Monte Carlo simulation. The scheme is
applied to study the thermal conductivity of silicon germanium (Si–Ge) nanocomposites,
which are of great interest for high-efficiency thermoelectric material development. The
Monte Carlo simulation was first validated by successfully reproducing the results of
(two-dimensional) nanowire composites using the deterministic solution of the phonon
Boltzmann transport equation reported earlier and the experimental thermal conductivity
of bulk germanium, and then the validated simulation method was used to study (three-
dimensional) nanoparticle composites, where Si nanoparticles are embedded in Ge host.
The size effects of phonon transport in nanoparticle composites were studied, and the
results show that the thermal conductivity of nanoparticle composites can be lower than
that of the minimum alloy value, which is of great interest to thermoelectric energy
conversion. It was also found that randomly distributed nanopaticles in nanocomposites
rendered the thermal conductivity values close to that of periodic aligned patterns. We
show that interfacial area per unit volume is a useful parameter to correlate the size
effect of thermal conductivity in nanocomposites. The key for the thermal conductivity
reduction is to have a high interface density where nanoparticle composites can have a
much higher interface density than the simple 1D stacks, such as superlattices. Thus,
nanocomposites further benefit the enhancement of thermoelectric performance in terms
of thermal conductivity reduction. The thermal conductivity values calculated by this
work qualitatively agrees with a recent experimental measurement of Si–Ge
nanocomposites. �DOI: 10.1115/1.2818765�
Introduction

The advance of nanoengineering in the past decade has enabled
esearchers to demonstrate enhanced thermoelectric materials
hrough the use of nanostructures �1–8�. The efficiency and energy
ensity of thermoelectric devices is usually determined by the
imensionless figure of merit, ZT=S2�T /k, where S is the See-
eck coefficient, the electrical conductivity, k the thermal conduc-
ivity, and T the absolute temperature �9�. These parameters in
ulk materials usually have conflicting trends, making it difficult
o find high ZT materials. Recently, significantly enhanced ZT
alues have been reported by different groups using superlattices
r quantum-dot superlattices by exploiting phonon thermal con-
uctivity reduction and electron performance enhancement in
hese structures �3–5�. Nanocomposite materials, in the form of
anoparticles and nanowires embedded in a host matrix material,

1A brief version of this work first appeared in the Proceedings of ASME InterPack
005. A poster presentation of this work was then made in ASME ENIC 2006
onference in Cambridge, MA.

2On leave from the Industrial Technology Research Institute, Chutung, Hsinchu,
aiwan 310, R.O.C.

3Present address: Department of Mechanical Engineering, University of Colorado,
oulder, CO.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 23, 2006; final manuscript re-
eived June 4, 2007; published online March 19, 2008. Review conducted by Chris-
opher Dames. Paper presented at the ASME 2006 Energy Nanotechnology

nternational Conference �ENIC2006�, Boston, MA, June 26–28, 2006.

ournal of Heat Transfer Copyright © 20
are proposed as an alternative to realize cost effective large scale
production of thermoelectric material with nanostructures
�2,10–13�.

Although the nanocomposite approach seems promising, cur-
rently there is little theoretical or modeling work in the literature
regarding electrical and thermal transport in nanocomposites that
one can rely on to achieve good design of thermoelectric nano-
composites. The prevailing approach for thermal conductivity
modeling is to include the interface thermal resistance, or the
Kapitza resistance �14�, with the Fourier heat conduction theory
�15–22�. However, the Fourier heat conduction theory is based on
the diffusion picture and is not applicable when the phonon mean
free path �MFP� is longer than the characteristic length of the
nanocomposites such as the particle diameter and/or interparticle
separation distance. Another approach in the investigation of the
nanocomposite thermal conductivity is through the calculation of
the phonon dispersion in periodic structures �23�. Due to the short
wavelength of the dominant phonon heat carriers, the phonon
scattering at interfaces is often diffuse �24�. The diffuse interface
scattering inside the nanostructure materials cannot only reduce
the phonon MFP but can also destroy the coherence of phonons.
The loss of coherence results in the fact that the classical size
effect models such as the phonon Boltzmann transport equation
�BTE� can be applicable to a wide range of nanostructures. We
recently reported our work on thermal conductivity modeling and
the analysis of two-dimensional �2D� Si–Ge nanocomposites with
Si nanowires embedded in a Ge matrix �12� by the deterministic

solution of the phonon BTE �25,26�. Though very much doable,

APRIL 2008, Vol. 130 / 042410-108 by ASME
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xtending the 2D BTE simulation to phonon transport in complex
hree-dimensional �3D� spatial coordinates is very tedious, owing
o the complexity in tracking phonon transport deterministically.

The Monte Carlo �MC� simulation solves the BTE in a statisti-
al framework and has been widely used to simulate the radiative
ransfer equation and the Boltzmann equation for electrons and
oles in semiconductors �27–32�. Only few reports of using the
C technique for phonon transport have been published in the

ast. Peterson �33� employed a MC method to simulate phonon
ransport in a confined space, while Klitsner et al. �34� performed

C simulations to obtain temperature distributions in a crystal.
azumder and Majumdar considered phonon dispersion as well

s various phonon scattering mechanisms to study heat transport
n complex geometries and to predict the thermal conductivities
35�. Song conducted MC simulation to study the size effect of
hermal conductivity of porous silicon thin films �36�. During the
evision of this manuscript, the authors were aware of a few other
ttempts using MC simulation for phonon transport in nanostruc-
ures �37,38�, and our paper in 2004 �12� has generated more
nterest on modeling phonon thermal conductivity of nanocom-
osites using the phonon BTE recently �39,40�.

This work builds upon previous studies on the phonon transport
n nanoscale structures and is the first attempt to use MC methods
o study phonon transport in complex 3D nanostructures, i.e.,
anocomposites. The objective is to present an algorithm for
tudying phonon transport in nanocomposites using MC simula-
ion with special attention to the implementation of periodic
oundary condition and to the study of the size effect of thermal
onductivity in nanoparticle composites. We would like to note
hat the framework of this paper assumes that the phonon concept
s still valid in nanocomposites. This is generally true as long as
he nanocomposites form crystalline structures. Though the pho-
on spectrum in nanostructures can be different from bulk mate-
ials, our simulation uses bulk phonon dispersion for constituent
aterials. This is due to two reasons �24�: �1� The change of

honon spectrum, such as the density of state and the group ve-
ocity of phonons in nanostructures, is not the most significant
eason for thermal conductivity reduction in nanostructures. �2�
ecent experience with superlattices suggests that the idealized
honon dispersion in nanostructures is difficult to realize experi-
entally because it is difficult to obtain sufficiently smooth and

niform surfaces for coherent interference. In other words, the
nterface of nanocomposites often induces diffuse scattering,
hich makes the formation of phonon minibands rather difficult.

Monte Carlo Simulation Technique
In a MC solution technique, phonons are drawn and distributed

nside the computational domain initially. These phonons are
iven with velocity and direction, which corresponds to wave vec-
ors in the momentum space in the phonon dispersion relation, and
re allowed to move freely. As the phonons move, they engage in
arious “intrinsic-scattering” events, such as phonon-phonon scat-
ering, phonon-impurity scattering, and phonon-dislocation scat-
ering, and encounter interfaces and boundaries, mimicking the
article picture of phonon transport. If there are enough number of
honons and if the average time is long enough, the averaged
ransport quantities based on the phonon ensemble should ap-
roach the deterministic solution of the phonon Boltzmann equa-
ion. The initial selection of phonon positions and directions as
ell as the subsequent phonon movement must obey the physical

aws that determine phonon properties and define phonon dynam-
cs. Though a more comprehensive MC simulation technique—
hich accounts for phonon dispersion and polarization for scat-

ering events—has been presented before �35�, as a first attempt to
ackle the 3D phonon transport problem in nanocomposites, we
ook a simplified gray-media approach that assumes that the
requency-dependent scattering rate in the bulk medium can be
pproximated by an average phonon MFP. Our past studies on

uperlattices based on BTE show that by properly taking the av-

42410-2 / Vol. 130, APRIL 2008
erage MFP, the modeling results are close to experimental data
�41�. Another assumption that has been made is that the phonon
wave effect can be excluded. The justification for these assump-
tions can be found in Refs. �12,41�. In the following sections, we
present the details of implementing the gray-media MC technique
for solving the phonon transport problem in nanocomposites.

2.1 Gray-Media Approximation. The gray-media approach
assumes that phonon properties are frequency independent, i.e., by
averaging the frequency-dependent phonon properties over the
phonon population. The average phonon properties, which are de-
pendent on temperature only, including average phonon frequency
�av and average phonon group velocity vav, can be calculated as

average frequency:

�av =

�
p=1

3 �
0

�mp

���n�D���d�

�N
�1�

average group velocity:

vav =
1

N�
p=1

3 �
0

�mp ��

�k
�n�D���d� �2�

where phonon number density is given by

N = �
p=1

3 �
0

�mp

�n�D���d� �3�

In the above expressions, index p represents the specific branch
of polarization, �=1.05�10−34 J s is the Planck’s constant di-
vided by 2�, � is the phonon frequency, �mp the maximum cutoff
phonon frequency for each phonon branch, kB=1.38�10−23 J /K
the Boltzmann constant, and D��� is the phonon density of state
for each branch that is given by

D��� = −
k2

2�2

�k

��
�4�

where k is the phonon wave vector and �n� is the equilibrium
distribution function for phonons,

�n� =
1

exp���/kBT� − 1
�5�

In the above equations �Eqs. �1�–�3��, the summation is only for
three polarization branches, one longitudinal and two transverse
acoustical phonon branches, since we assume that the contribution
of optical phonons to the thermal conductivity is negligible due to
their small group velocity in silicon and germanium �41�. We note
that there are arguments about the contribution of optical phonons
to the thermal conductivity of crystals, which essentially depends
on the type of the crystals. Our work emphasizes the average
phonon properties, which means that we would be able to accom-
modate the optical phonon contribution to the thermal conductiv-
ity of other crystals in the database of material properties when
needed. As a simplification, the phonon dispersion relations are
further assumed to be isotropic, and thus only the phonon disper-
sion in the �100� direction of Si and Ge in literature is taken to
calculate the phonon density of state �42,43�. The maximum wave
vector kmax corresponding to the maximum phonon frequency is
determined by kmax=� /a, where a is the equivalent atomic dis-
tance given by ���V /6N��1/3. In this expression, V is the volume
and N is the number of atoms in the volume.
The heat capacity of acoustic phonons can be written as

Transactions of the ASME
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Cac =
�E

�T
= �

p=1

3 �
0

�mp

��
��n�
�T

D���d� �6�

here E is the energy density of acoustic phonons and can be
alculated as

E = �
p=1

3 �
0

�mp

���n�D���d� �7�

ith the average acoustic phonon properties and assuming that
he contribution from the optical phonons to the thermal conduc-
ivity is negligible, the temperature-dependent phonon MFP. �
an be calculated through the simple kinetic theory

� =
3kbulk

vavCac
�8�

here kbulk is the thermal conductivity of the bulk material and is
aken from experimental data in the literature �44�. This estima-
ion leads to a longer MFP than that using the simple kinetic
heory expression k= �1 /3�Cv�, assuming that C is the heat ca-
acity and v is the sound velocity in the crystal, consistent with
xisting experiments �45� and theoretical estimations �41�.

In the MC simulation, phonons are divided into phonon
undles, and the averaged phonon properties are assigned to the
honon bundles during the simulation. The properties of a phonon
undle do not change while it travels, until it encounters scattering
vents, either by interface scattering or “intrinsic-phonon” scatter-
ng. The number of phonons in a phonon bundle is predetermined
efore the simulation by considering the computational time and
emory requirements, similar to the common practice of statisti-

al simulations �46�.

2.2 Computational Domain and Boundary Conditions.
he challenge is to simulate the phonon transport in the whole
omposite structure, as shown in Fig. 1�a�, with Si nanoparticle
mbedded in a Ge matrix. The memory and computational time
equirements for such a multiscale problem are demanding. Our
pproach is to apply periodic boundary conditions to a chosen unit
ell. A rectangle parallelepiped in the composite material is taken
s the computational domain, which is called a unit cell, as shown
n Fig. 1�b�. With the periodic boundary conditions we applied,
hown in detail below, the phonon transport in the unit cell rep-
esents the phonon transport inside a composite made by repeating
he unit cell. The heat is enforced to flow in the x direction. The
ransport in both the y and z directions are periodic, and thus the
pecular reflected boundary conditions can be enforced in these
oundaries due to the symmetry. However, in the x direction, al-
hough the geometry is periodic, the transport and the temperature
re not periodic. To address this problem for the deterministic
TE solution, the periodic boundary condition on the deviation of

he distribution function was proposed �12�. The periodic bound-
ry conditions are implemented in MC simulation as follows. For
pecular reflection boundaries at y=0, y=Ly, z=0, and z=Lz, the
honon bundles experience mirror reflection when they hit these
oundaries, without losing any momentum or energy. The imple-
entation of the periodic boundary condition in the x direction

eeds more elaboration. First, a certain number of phonon bundles
re emitted from the boundaries during each time step so that the
et heat flow �phonon energy flow� across the boundaries x=0 and
=Lx are identical and equal to a prescribed value. The number of
honon bundles Nemit of each boundary emitted into the compu-
ational domain in each time step is calculated by

Nemit =
��Q + S�

n
��n,absorb�

��emitS
�9�

here Q is the prescribed heat flow, whose sign depends on the
oundary emission direction, S the scaling factor representing the

umber of phonons contained in each bundle, S���n,absorb the

ournal of Heat Transfer
total phonon energy leaving the computation domain, and �emit
the average phonon frequency corresponding to the local bound-
ary temperature, which is obtained by extrapolating the tempera-
ture profile inside the computational domain to the boundary.
When a phonon bundle hits one of the x boundaries, it is consid-
ered leaving that boundary. The pattern �velocity, direction, posi-
tion, and remaining flight time� of phonon emission at one x
boundary is assumed to be the same as the pattern of phonon
leaving the opposite x boundary. This implementation is realized
by maintaining a pool of leaving phonons, recording their veloc-
ity, direction, position, and flight time, and determining the prop-
erties of each emission phonon by randomly drawing from the
pool. The pool is refreshed after each time step.

The unit cell is further divided into many grids, or “subcell,” as
shown in Fig. 1�b�. At the end of each time step, phonon energy
inside each subcell is tallied for calculating the temperature of the
subcell. With the known temperature, all the averaged phonon
properties can be calculated and then assigned to phonon bundles
emitting from this local subcell. In the program, a lookup table
relating temperature, energy density, and all the other average
properties is established before calculation. A significant compu-
tational time is saved by searching the lookup table instead of
carrying out the integrations shown above for each phonon bundle
in each time step. The dimension of the subcell must be selected
to maintain a balance between spatial resolution and computation
time. In order to obtain statistically stable results in MC simula-
tion, however, there must be a sufficient number of phonon

Fig. 1 „a… Periodic nanocomposite with cubic silicon nanopar-
ticles dispersed periodically in a germanium matrix. „b… With
the periodic boundary condition dictated in Sec. 2.2, the MC
simulation of phonon transport in the computational domain
„unit cell… represents phonon transport in the whole structure
shown in „a…. The unit cell „computational domain… is further
divided into subcells.
bundles within each subcell: thus, we must set a lower limit on the

APRIL 2008, Vol. 130 / 042410-3
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ubcell dimension. In this work, the smallest subcell dimension
hat can generate stable results was found to be around 1 nm.

2.3 Phonon Scattering. The dominant scattering event in
anocomposites is particle-host interface scattering. When a pho-
on encounters an interface, the phonon can experience both
pecular and diffuse scattering �47,48�. The details depend on the
omparison of dominant heat transfer phonon wavelength and the
oughness of an interface. Most of earlier experimental results
how that diffuse scattering dominates phonon transport in nano-
tructures. Thus, the phonon scattering at the particle-host matrix
nterface �Si–Ge� is assumed to be diffuse in this study. By defi-
ition, the following relations between energy reflectivity and
ransmissivity exist for diffuse interfaces �47�:

T12 = R21 = 1 − T21 �10�

here T12 is the energy transmissivity for phonon incident from
ide 1 toward side 2, R21 is the energy reflectivity for phonon
ncident from side 2 toward side 1, and so on. A detailed balance
onsideration leads to the following definition of transmissivity
or diffuse interface �48�,

T12�T� =
U2�T�v2

U1�T�v1 + U2�T�v2
�11�

here v and U are the phonon velocity and energy density, re-
pectively. To be consistent with the gray phonon approach
dopted here, frequency-averaged velocity and energy density
ust be used in Eq. �11�. In the MC scheme, when a phonon hits

n interface, a random number between zero and unity is drawn
nd compared with the transmissivity. If the random number is
arger than the transmissivity, the phonon is transmitted. Other-
ise, it is reflected. To comply with the concept of diffuse inter-

ace, the phonon direction vector is reset after encountering an
nterface, either transmitted or reflected, and is given by

ŝr = sin � cos 	t̂1 + sin � sin 	t̂2 + cos �n̂ �12�

here sin2 �=R1, 
=2�R2, 0�R1�1 and 0�R2�1 are inde-
endent random numbers, n̂ is the unit surface normal vector at
he point of collision, and t̂1 and t̂2 are the unit surface tangent
ectors that are normal to each other. In order to maintain a con-
inuum of energy density, a transmitted phonon is represented by a
ew phonon that assumes local properties �velocity, frequency,
nd MFP� and travels along the new direction that is randomly
etermined as explained above until finishing the remaining time
n the current time step. Because the frequencies at the two sides
f the interface are generally different, the phonon energy is not
onserved. This is remedied by monitoring the energy deficiency
or surplus� at each side of the interface. When the cumulated
nergy difference exceeds a certain amount, a new phonon is
mitted from the interface �or the current phonon is deleted�. This
reatment leads to the conservation of energy in the interface scat-
ering process.

In addition to phonon-interface scattering, phonons engage in
arious intrinsic-scattering events, such as phonon-impurities,
honon-dislocaty, and phonon-phonon scattering, as they move
nside a crystalline material. Though it is possible to trace the
etailed scattering events using MC simulation, many of the scat-
ering mechanisms are not well understood and existing models
re sometimes questionable in addition to tremendous computa-
ional time and memory requirements. As a simplified approach,
e calculate the scattering probability of a phonon by a lumped
FP,

PS = 1 − exp�− vav�t/�� �13�

here � is the lumped MFP as calculated by Eq. �8�, vav is the
honon group velocity, and �t is the time step. The assumption is
hat the intrinsic-scattering events happen similarly in the bulk

aterial as that in nanocomposites. This assumption is valid for

ost of the cases since the modification of phonon dispersion
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relation is not important due to the short wavelength of the domi-
nant heat transport phonons, which is around 1 nm. In the current
simulation, each phonon is treated for intrinsic-phonon scattering
at the end of each time step. A random number is drawn and
compared to PS. The phonon undergoes a scattering when the
random number is less than PS. The scattered phonon assumes
local properties of velocity and frequency. Scattered phonon di-
rection is assumed to be isotropic, and the direction vector is
given by

ŝ = sin � cos 	î + sin � sin 	ĵ + cos �k̂ �14�

where cos �=2R1−1, 
=2�R2, and 0�R1�1 and 0�R2�1 are
independent random numbers. Phonon energy is again not con-
served since the phonon frequencies before and after scattering
are usually different. The remedy is similar to interface scattering.
The energy difference of each subcell that resulted from scattering
is monitored, and when the difference exceeds a certain amount, a
new phonon is generated �or an existing phonon is deleted�. En-
ergy conservation is therefore maintained in the subcell level.
Note that the isotropic resetting of phonon direction in the above
scheme tends to restore local equilibrium. This physical model is
similar to all the relaxation time based phonon BTE simulation
without considering the details of momentum conservation of
intrinsic-phonon scattering.

2.4 Process Flow. Figure 2 shows the schematic process flow
of the MC simulation algorithm. The MC simulation starts with
the initialization step, where phonons are created within the unit
cell and given frequency, velocity, and direction to represent the
initial temperature condition within the unit cell. The initial tem-
perature inside the unit cell is assumed to be uniform. After the
initialization step, phonons experience the moving and scattering
in each time step. The phonon bundles move one by one in
straight lines for a prescribed time step and scatter at the inter-
faces. The properties of the phonons that leave the unit cell are
monitored and stored. The next step is phonon emission at x
boundaries using the stored phonon pattern as explained in Sec.
2.2. The total number of emitted phonon is determined by a con-
stant heat flow boundary condition. After moving and emission,
the 3D temperature profile of the unit cell is obtained by tallying
the internal energy of each subcell. Average phonon properties are
then calculated accordingly. Based on the local temperature and
MFP values obtained, phonons then undergo intrinsic phonon
scattering. This step marks the end of a single time step, and the
next time loop starts again from the moving step.

2.5 Convergence and Accuracy. The MC technique is a sta-
tistical method, whose accuracy depends largely on the phonon
bundle number and the time employed in the calculation. After
some initial trials, we adopted a bundle number such that there are
on average more than 50 phonon bundles in each subcell. The
time step is selected such that within each time step, a phonon
travels a distance on the order of the magnitude of the subcell
dimension. For example, if the subcell dimension is 1 nm, with
phonon group velocity on the order of 103 m /s, the appropriate
time step would be 10−12 s. The simulations usually attain con-
verged thermal conductivity results after 1000 time steps. A typi-
cal trend of calculated thermal conductivity with respect to calcu-
lation time is shown in Fig. 3. The error after 1 ns, equivalent to
1000 time steps, is within 3% of the final value, while the error
after 10 ns is within 0.1% of the final value. Note that due to the
statistical nature of the MC method, the results still exhibit a
variation, although insignificant, even after a 120 ns calculation.
In this study, a calculation time of at least 10 ns, which normally
corresponds to 104 time steps, is applied to all cases for calculat-
ing the thermal conductivity. The results of the last 500 time steps
are further averaged to give a representative thermal conductivity

value.
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Results and Discussions
To validate our MC simulation methodology, we first simulate

he phonon transport in a bulk Ge material to compare the thermal
onductivity obtained through MC with the experiment data in
iterature. Then, we conducted MC simulation for phonon trans-
ort in 2D nanowire composites and compare the results with
hose obtained through the deterministic solution of the phonon
TE. After the validation, the code is then used to simulate pho-
on transport in various 3D Si–Ge nanocomposites to study the
ize effect of thermal conductivity of nanoparticle composites.
ome of the fundamental questions critical for designing highly
fficient thermoelectric nanocomposites are addressed, including
a� how the thermal conductivity changes with the size of nano-

Fig. 2 The schematic process flow of the MC
with the initialization step. After the initializa
scattering in each time step.

ig. 3 Typical variation of thermal conductivity values with re-
pect to calculation time. The case shown is a 2D nanocompos-

te with 10 nm Si nanowire embedded in Ge host. The result is
onverged after 10 ns simulation, corresponding to 10,000 time

teps, with a variation of less than 0.1% afterward.

ournal of Heat Transfer
particles and atomic composition and �b� what the effect of non-
monosize and the distribution pattern of nanoparticles is on the
thermal conductivity reduction in nanoparticle composites. A com-
parison with the effective medium approach �EMA� based on the
Fourier heat conduction theory with the addition of interface ther-
mal resistance is also given. Knowing that the phonon-interface
scattering dominates the thermal conductivity reduction for nano-
composites, we suggest using interfacial area per unit volume as a
parameter to correlate the size effect of thermal conductivity in
nanocomposites. In the end, the temperature dependence of ther-
mal conductivity of nanocomposites is given and compared with
recent experimental data.

3.1 Code Validation: Bulk and Two-Dimensional
Simulation. Homogeneous bulk Ge material was simulated first,
where the computational domain contains no particles and the
only scattering mechanism is the intrinsic-phonon scattering. Fig-
ure 4 shows the comparison of the thermal conductivity value
from the gray-medium MC simulation conducted in this work
with the experimental thermal conductivity value of the bulk ger-
manium sample. The experimental Ge value is taken from Ref. 44.
The circular symbols indicate the results of simulating a solid bulk
material without any particle inside. The square symbol represents
the simulation of a “pseudocomposite,” with both the “particle”
region and the “host material” assumed to be germanium. When
the two sides of the interface both have transmissivity values of 1,
the simulation should be equal to a solid bulk material without a
particle. This pseudocomposite simulation served to validate the
MC coding. Though the MC code can be used to simulate
temperature-dependent thermal conductivity values of nanocom-
posites, the rest of this work focuses on the size effect of the
thermal conductivity of nanocomposites at room temperature. The
simulation results of the thermal conductivity of bulk Ge agree
very well with the experimental data, as shown in Fig. 4. The
program was then used to study the thermal conductivity of 2D
nanowire composites, which were previously studied by simulat-
ing phonon transport using the deterministic solution of the pho-
non BTE �12�. To simulate phonon transport in a 2D nanowire

mulation algorithm. The MC simulation starts
step, phonons experience the moving and
si
tion
composite, the particle in the unit cell shown in Fig. 1�b� is ex-
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ended to touch the z boundaries. Due to the specular reflection
nd periodic boundary conditions, this is equivalent to infinitely
ong nanowires �with a square cross section� embedded in the host

aterial, thus fully reproducing our previous 2D case �12�. The
emperature distributions in the middle plane of the unit cell are
aken for comparison with that obtained from the deterministic
olution of 2D phonon BTE �12�. Figure 5 presents the tempera-
ure profile of the Si0.2–Ge0.8 nanocomposite, which consists of
0�10 nm2 cross-section Si nanowires embedded in the Ge host
aterial along the x direction for various y locations. Although the

esults by MC simulation exhibit a slight asymmetry, which is
ttributed to the statistical error associated with the MC method,
he temperature profiles by the two simulations show a very good
greement. Thermal conductivity values from the MC simulation
nd those from the deterministic BTE solution also agree with
ach other, as shown in Fig. 6, for 10 nm and 50 nm nanowires
ith heat flow in the cross-wire direction. We note that the effec-

ive thermal conductivity value of the Si–Ge nanocomposites is
ounterintuitive, which was explained in detail in Ref. 12. The
bove comparisons justify the phonon gray-medium-based MC
imulation methodology adopted in this study and also validate
he program coding.

3.2 Three-Dimensional Periodic Structures. After verifying
he MC methodology, the program is used to simulate phonon
ransport in various nanocomposites with different particle sizes
nd particle distributions. Figures 7�a� and 7�b� show the nano-
articles with the monosize particles distributing in aligned and
taggered patterns in a periodic 3D nanoparticle composites. The
taggered distribution resembles a face centered cubic �fcc� struc-
ure, in the crystallography terminology, with particles arranged in

pattern similar to the atomic pattern in a fcc crystal. Likewise,
he aligned distribution resembles a simple cubic pattern.

Figure 8 shows the 2D temperature distribution in the middle
lane of the unit cell for an aligned pattern. The Si particle has a
ize of 10�10�10 nm3 and occupies a 3.7% volume fraction,

ig. 4 Comparison of the thermal conductivity value from the
ray-medium MC simulation conducted in this work with the
xperimental thermal conductivity value of a bulk germanium
ample. The experimental Ge value is taken from Ref. †44‡. The
ircular symbols indicate the results of simulating a solid bulk
aterial without any particle inside. The triangle symbol repre-

ents the simulation of a pseudocomposite when both the par-
icle and the host material are Ge. When the two sides of the
nterface both have transmissivity values of 1, the simulation
hould equal that of a solid bulk material without any particles.
his pseudocomposite simulation served to validate the MC
oding.
ith the volume of the Si particle divided by the total volume of
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the unit cell. Similar to the temperature profile shown in Fig. 5 for
the 2D nanowire composite, Fig. 8 again shows that the maximum
temperature overshoot occurs at the nanoparticle–matrix material
interface similar to that observed in Ref. 12. The MC simulation
does not show the highest energy density �temperature� region
occurring at the corner of the nanoparticle-host interface as those
simulated by the deterministic BTE solution. The reason is possi-
bly due to the lower spatial resolution implemented in the MC
simulation. As mentioned earlier, the requirement of having suffi-
cient phonon bundles in each subcell largely limits the spatial
resolution in MC phonon simulation.

It is also worthwhile at this point to show the effectiveness of
the periodic boundary condition implemented in Sec. 2.2, i.e., to
verify that the phonon transport simulation in the unit cell can be
used to represent the phonon transport in the whole nanocompos-
ites and thus to deduce the effective thermal conductivity of the
nanocomposites. Fig. 9�a� shows the comparison of heat flux at
hot �x=0� and cold �x=Lx� x boundaries in a periodic aligned
nanoparticle composite, i.e., with one 10 nm cubic particle inside
a 14 nm cubic unit cell. The periodicity in local heat flux in x

Fig. 5 Comparison of the temperature „energy density… distri-
butions inside a nanowire composite obtained, respectively, by
the deterministic solution of the phonon BTE and MC method.
„a… Geometric dimensions of the unit cell for a Si0.2–Ge0.8 nano-
wire composite with a 10Ã10 nm2 nanowire inclusion with z
along the wire direction. „b… Temperature distribution along the
x direction at various y positions assuming heat flows in the x
direction.
boundaries clearly demonstrated that the unit cell with a periodic

Transactions of the ASME



b

n
t
a
t
s
n
p
a
n
c
m
o
p
t
p
e
b
o
c
n

c

F
n
d
v

F
n
g
s
p
d
t

J

oundary condition implemented in this work is effective.
Figure 10 shows the size effect on the thermal conductivity of

anoparticle composites. The comparison of the thermal conduc-
ivity of the nanoparticle composites with 50 nm silicon particles
nd 10 nm silicon particles simply aligned in the germanium ma-
rix and that of the SiGe alloy apparently, shown in Fig. 10�a�,
hows that the thermal conductivity decreases as the size of the
anoparticle decreases and the thermal conductivity of nanocom-
osites with a 10 nm particle can be even lower than that of the
lloy value with same constituents. This demonstrates that the
anocomposite can be an effective approach to reduce the thermal
onductivity and thus to develop a high-efficiency thermoelectric
aterial. Figure 10�b� shows the effect of the particle distribution

n the thermal conductivity of nanocomposites with a 10 nm Si
article in the Ge host material. For the same Si /Ge atomic ratio,
he lowest thermal conductivity is achieved by organizing well the
articles in a staggered pattern �the fcc structure�. This phenom-
non is within our anticipation as staggered particles effectively
lock the pathway of ballistic transport and increase the chances
f interface scattering. Also shown in Figure 10�b� are the thermal
onductivity values in the cross-interface direction of the 2D
anocomposite composed of 10 nm nanowires.

As stated in the Introduction, most past studies on the thermal
onductivity of nanocomposites were based on the Fourier diffu-

ig. 6 Comparison of thermal conductivity values for the 2D
anowire composites obtained by a MC simulation and by a
eterministic solution of the BTE. The relative percentage de-
iation is less than 8%.

ig. 7 Sketch of nanoparticle composites with silicon cubic
anoparticles distributed „a… in an aligned pattern, „b… in a stag-
ered pattern, and, randomly, „c… in a germanium matrix for MC
imulation conducted in this work. Even in „c…, the cubic nano-
articles are aligned parallel to each other. The thermal con-
uctivity calculated in this work are all in the direction normal
o the cubic nanoparticles.

ournal of Heat Transfer
sion theory together with a consideration of the thermal boundary
resistance. To examine the validity of such an approach, we com-
pare the effective thermal conductivity obtained from the MC
simulation with that of the EMA. The following EMA equation
was developed by Nan et al. �18� for spherical particles:

ke

km
=

kP�1 + 2� + 2km + 2f�kP�1 − � − km�
kP�1 + 2� + 2km − f�kP�1 − � − km�

�15�

where ke is the effective composite thermal conductivity, km is the
host material thermal conductivity, kP is the particle thermal con-
ductivity, f is the volume fraction of nanoparticle inclusion, and 
is a dimensionless parameter defined as =ak /ap for nanoparticle
composites. ap is the radius of nanoparticle inclusions, and ak

Fig. 8 Temperature distribution inside an aligned periodic
nanoparticle composite in the middle plane in the z direction.
The dimension of the nanoparticle is 10Ã10Ã10 nm3. The vol-
ume fraction of Si particles is 3.7%, corresponding to a
Si0.04–Ge0.96 atomic composition.

Fig. 9 Comparison of the heat flux at the hot „x=0… and cold
„x=Lx… x boundaries in „a… A periodic aligned nanoparticle com-
posite, i.e., with one 10 nm cubic particle inside a 14 nm cubic
unit cell. „b… A random nanoparticle composite, i.e., with ten
nanoparticles, each of which is a 10 nm cube randomly distrib-
uted inside a 40Ã40Ã40 nm3 unit cell. The comparison demon-

strates the periodicity of local heat flux in the x direction.

APRIL 2008, Vol. 130 / 042410-7
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Rkm, where R is the interface thermal resistance, which can be
alculated as �41,48�

R =
4

Td12U1v1
=

4�U1v1 + U2v2�
U1v1U2v2

�16�

sing the heat capacity and the sound velocity to calculate inter-
ace thermal resistance shown in Eq. �16�, we obtain R=1.0

10−9 m2 K /W. Other parameters used in the calculation are
m�Ge�=51.7 W / �m K�, kp�Si�=150 W / �m K�, ap=5 nm, 25 nm,
nd 100 nm �for nanoparticle dimensions of 10 nm, 50 nm, and
00 nm�. Strictly speaking, Eq. �15� is correct only for composites
ith spherical particle inclusions, and the present MC simulation

s conducted for composites with cubic nanoparticle inclusions,
ut we expect the difference of the true thermal conductivity val-
es of nanocomposites between cubic and spherical nanoparticle
nclusions to be very small. Figure 11 compares the thermal con-
uctivity obtained from the MC simulation and the effective me-
ium approximation. As we can see, the effective medium ap-
roach based on incorporating the thermal boundary resistance
nto the solutions of the Fourier heat conduction law underpredicts

ig. 10 The effects of silicon nanoparticle size and distribu-
ion on the thermal conductivity of nanoparticle composites:
a… Comparison of the thermal conductivity of composites with
0 nm and 50 nm silicon cubic particles distributed in a simple
eriodic pattern in a germanium host and that of a Si–Ge alloy
s a function of atomic composition. „b… The effect of the dis-
ribution pattern on the thermal conductivity of composites
ith 10 nm silicon particle inclusions. Also shown in „b… is the

hermal conductivity of a Si–Ge alloy.
he size effects. The EMA results do not predict a thermal con-
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ductivity value lower than the bulk SiGe alloy in any case. This
conclusion is further supported by a recent experimental work,
which shows that the thermal conductivity of the Si–Ge nanocom-
posite is very close to that of the MC simulation �49,50�.

3.3 Effects of Randomness. In the random distribution, the
particles are distributed randomly with their positions determined
by random numbers. Figure 8�c� also shows further randomization
on particle size in addition to random position distribution. How-
ever, owing to the periodic boundary conditions addressed in Sec.
2.2 the computation is mathematically equal to simulating an in-
finite material consisting of repeating structures of the computa-
tional domain. In other words, the random distribution treated in
this paper represents a semirandom semiperiodic pattern �short
range random and long range periodic pattern�. This argument is
solidified by the periodic heat flux shown in Fig. 9�b�. Figure 9�b�
shows that the periodicity of heat flux is remarkably well pre-
served even in the random distribution case. Without a solid proof,
we comment that if the computational domain �unit cell� is larger
than a few phonon MFPs �or contains enough particles�, the simu-
lation results should be converged to the true value of the random
nanocomposites. However, it requires much larger computational
time and memory since the problem is intrinsically a multiscale
problem. Figures 10�b� and 12 show the thermal conductivity val-
ues of nanocomposites composed of randomly distributed par-
ticles. In these figures, each data point for random structures is the
result of randomly distributing ten particles in the computational
domain. Since the process of distributing particles and selecting
particle sizes is purely random and the computational domain is
not large enough, the outcomes of the program after each run vary
from one another. However, the spreading of these random struc-
ture results sheds some light on the possible range of thermal
conductivity reduction associated with a nanocomposite sample
fabricated through a process like hot pressing. Figure 10�b� shows
that the random distribution of particle positions generally results
in thermal conductivity values very close or even lower than those
of aligned distribution. However, a further randomness associated
with particle sizes �distribution pattern shown in Fig. 8�c�� does
not help reduce thermal conductivity, as shown in Fig. 12, which
is evidenced by comparing the thermal conductivity values of

Fig. 11 Thermal conductivity of nanoparticle composites pre-
dicted by the MC simulation conducted in this work and that
predicted by the EMA proposed by Nan et al. in Ref. †18‡. The
EMA based on incorporating the thermal boundary resistance
into the solutions of the Fourier heat conduction law underpre-
dicts the size effects.
aligned 50 nm particles and of random 10–100 nm particles.
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3.4 Interfacial Area Per Unit Volume. Knowing that the
honon-interface scattering dominates the thermal conductivity
eduction for nanocomposites, we propose using interfacial area
er unit volume as a unified parameter to replace the nanoparticle
ize and the atomic composition and to correlate the wide spread-
ng thermal conductivity data. Figure 13 shows that the thermal
onductivity data of nanoparticle composites follow nicely into
ne curve as a function of interfacial area per unit volume. The
andomness either in particle size or position distribution causes a
light fluctuation but is not a dominant factor for thermal conduc-
ivity reduction. Also shown in Fig. 13 are the thermal conductiv-
ty values of 2D nanowire composites. Apparently, the effective
hermal conductivity of 2D nanowire composites is lower than
hat of 3D nanoparticle composites for the same interface area per
nit volume. The reason is that a 2D nanowire composite contains
alf of its interfacial area perpendicular to the applied temperature
ifference direction and the other half parallel to the applied tem-
erature difference direction, while a 3D nanocomposite contains
nly one-third of its interfacial area perpendicular to the applied
emperature difference direction and the rest is parallel to the ap-
lied temperature difference direction. All the previous works
how that interfaces that are perpendicular to the applied tempera-
ure direction are more efficient in scattering phonons and thus in
educing the thermal conductivity �12,41�. This also suggests that
ne might try to use “effective” interfacial area per unit volume to
orrelate the thermal conductivity of nanocomposites with differ-
nt shapes of nanowire/particle inclusions.

3.5 Temperature-Dependent Thermal Conductivity (Com-
arison With Experiments). The MC code can be used to simu-

ate temperature-dependent thermal conductivity value of nano-
omposites. Figure 14�a� shows the temperature-dependent
hermal conductivity of nanoparticle composites. Boundary scat-
ering results in a very different temperature dependence of the
hermal conductivity of nanocomposites compared to their bulk
ounterpart, where at high temperature the thermal conductivity is
ominated by the Umklapp phonon-phonon scattering process.
he thermal conductivity of Si-Ge nanocomposites with 10 nm
articles in the germanium matrix is almost temperature indepen-
ent. Figure 14�b� shows the comparison of the simulated thermal

ig. 12 Comparison of the thermal conductivity of a periodi-
ally aligned nanocomposite with 50 nm cubic silicon particles
istributed in a germanium matrix and that of a random com-
osite with silicon nanoparticles having a size range from
0 nm to 100 nm distributed randomly in a germanium matrix
s a function of germanium atomic composition.
onductivity with recent experimental results from the Jet Propul-

ournal of Heat Transfer
sion Laboratory �50�. The “3run 2 HTB A” sample is a Si–Ge
nanocomposite with 20–80 nm Si particles embedded in a Ge
matrix. The “SGMA05” sample is a ball-milled SiGe alloy nano-
composite with an average particle size of 10 nm. Although the
SMGA05 sample cannot be directly compared with the modeling
since we did not consider the alloy scattering, both sets of experi-
mental data clearly show that the size effect dominates the thermal
conductivity reduction.

4 Conclusions
This work presents a phonon gray medium MC scheme to

simulate the phonon transport and thus to study the thermal con-
ductivity in nanocomposites. Special attention has been paid to the
implementation of periodic boundary condition in the heat flow
direction for MC simulation, which is essential to the study of the
thermal conductivity of bulk composites with nanoparticle/
nanowire inclusions—an intrinsic multiscale transport problem.
With a simplified gray phonon approach, the simulation was able
to duplicate our earlier results of deterministically solving BTE.
The MC simulation reveals the ballistic feature of phonon trans-
port in nanocomposites, which is consistent with the deterministic
solution of the phonon BTE. The size effects of phonon transport
in nanoparticle composites were systematically studied, and the
results showed that the thermal conductivity of nanoparticle com-
posites can be lower than the alloy value. Several other param-
eters that could influence the thermal conductivity were also in-
vestigated by the MC simulation, including the distribution of the
size and position of Si nanoparticles. It was found that randomly
distributed nanopaticles in nanocomposites rendered the thermal
conductivity values close to that of periodic aligned patterns. On
the other hand, a staggered distribution of nanoparticles could
result in a much lower thermal conductivity for the same particle

Fig. 13 The thermal conductivity of nanoparticle composites
as a function of the interfacial area per unit volume „interface
density…. The thermal conductivity data of nanoparticle com-
posites falls on to a single curve nicely as a function of inter-
facial area per unit volume. The randomness either in particle
size or position distribution causes slight fluctuations. How-
ever, these fluctuations are not a dominant factor for the reduc-
tion in the thermal conductivity. The effective thermal conduc-
tivity of 2D nanowire composites is lower than that of 3D
nanoparticle composites for the same interface area per unit
volume since the effectiveness of interface scattering on the
thermal conductivity reduction is different when the interface is
perpendicular to the applied temperature difference direction
and when the interface is parallel to the applied temperature
difference direction.
volume fraction. The thermal conductivity values calculated by
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his work qualitatively agrees with recent experimental measure-
ent in SiGe nanocomposites. This work also suggested using

nterfacial area per unit volume as a parameter to correlate the size
ffect of the thermal conductivity of nanocomposites. The key for
he thermal conductivity reduction is to have a high interface den-
ity where nanoparticle composites can have a much higher inter-
ace density than the simple 1D stacks, such as superlattices.
hus, nanocomposites further benefit the enhancement of ZT in

erms of thermal conductivity reduction.
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An Atomistic Simulation Study of
the Role of Asperities and
Indentations on Heterogeneous
Bubble Nucleation
Heterogeneous bubble nucleation was studied on surfaces having nanometer scale as-
perities and indentations as well as different surface-fluid interaction energies. Nonequi-
librium molecular dynamics simulations at constant normal stress and either temperature
or heat flux were carried out for the Lennard–Jones fluid in contact with a Lennard–
Jones solid. When surface defects were of the same size or smaller than the estimated
critical nucleus (the smallest nucleus whose growth is energetically favored) size of
1000–2000 Å3, there was no difference between the defected surfaces and atomically
smooth surfaces. On the other hand, surfaces with significantly larger indentations had
nucleation rates that were about two orders of magnitude higher than the systems with
small defects. Moreover, nucleation was localized in the large indentations. This local-
ization was greatest under constant heat flux conditions and when the solid-fluid inter-
actions were weak. The results suggest strategies for enhancing heterogeneous bubble
nucleation rates as well as for controlling the location of nucleation events.
�DOI: 10.1115/1.2818771�

Keywords: heterogeneous bubble nucleation, nonequilibrium molecular dynamics
simulations, constant heat flux, constant temperature, geometric defects, surface-fluid
interactions
Introduction
The understanding of bubble nucleation at surfaces is important

or various applications including boiling heat transfer �1–3�, for-
ation of carbon dioxide bubbles on the anode of direct methanol

uel cells �4–6�, and microfluidic devices such as bubble jet print-
ng heads �7–10�. In boiling heat transfer, the goal is to design a
urface to maximize heat loss from a surface through bubble for-
ation and detachment. In methanol fuel cells, carbon dioxide
ust be removed from the anode through the diffusion layer while
inimizing the decrease in the flow of fuel in the other direction.

n bubble jet printers, a high heat flux is used to produce vapor
hose growth ejects ink from a nozzle. Some issues in surface
ucleation include the question of whether nucleation is homoge-
eous or heterogeneous, the mechanism, and the role preexisting
uclei �PEN� play in the nucleation mechanism.

Experimentally �9,11� it was found that when the heat flux into
surface was very high, the nucleation temperature was equal to

he spinodal temperature; this was indicative of homogeneous
ucleation. As the heat flux was decreased, a point was reached
hen the nucleation temperature began to decrease. This indicated

hat heterogeneous nucleation began to play a role. For relatively
ow heat flux applications, heterogeneous nucleation should be the
ominant mechanism.

PEN theory �12–15� is the idea that vapor can be trapped in
revices when a liquid floods a surface �see Fig. 1�. Theofanous et
l. �16� performed boiling experiments using water on titanium
urfaces with 4 nm surface roughness and found that nucleation
equired tens of degrees of superheat. In contrast, relations based
n PEN theory predict that superheats on the order of hundreds
17� or thousands �14� of degrees would be required for nucleation
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on such smooth surfaces. Relationships based on PEN between
nucleation site density and superheat, and heat flux and superheat
�14,17,18� were also found to be different from the experimental
results. PEN theory clearly does not work on the nanometer scale.
The defects on a surface might promote nucleation regardless of
trapped gas on a surface. Recent work has shown that
nanobubbles on a surface are seemingly stable even under a shock
wave giving a minimum pressure of −6 MPa �19�. Cavitation oc-
curred only at defects.

Molecular dynamics �MD� simulations can be used to study
nucleation at high superheats or high heat fluxes on surfaces with
nanometer scale geometric defects. For constant heat flux MD
simulations, relatively high fluxes on the order of 100 MW /m2

are required due to time scale limitations. This is greater than
typical critical heat fluxes, which are on the order of 1 MW /m2.
However, these fluxes are experimentally accessible using pulse
heating. High heat fluxes up to 1.0 GW /m2 generated using elec-
trical heating �8,9,11,20–26� or a laser �27,28� have been studied.

There have been various molecular simulation studies of het-
erogeneous nucleation. The ones most similar to this work were
the studies of explosive boiling of a variable depth fluid on a hot
surface using argon on a platinum surface �29� and water on a
gold surface �30�. Maruyama and Kimura �31� studied bubble
nucleation in a Lennard–Jones fluid between harmonic platinum
walls. The nucleation was induced by moving the upper wall to
reduce the pressure. The effect of surface wettability on contact
angle was obtained by varying the platinum-fluid energy param-
eter. Novak et al. �32� used MD simulations to study homoge-
neous and heterogeneous nucleation using a Lennard–Jones fluid
and solid and the effect of surface wettability. Nucleation was
induced by ramping up the temperature while keeping the pres-
sure �homogeneous� or the normal stress on a top wall potential
�heterogeneous� constant. Yi et al. �33� studied the vaporization of

a thin Lennard–Jones argon layer from a harmonic platinum wall.
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eimark and Vishnyakov �34� studied the nucleation of a
ennard–Jones fluid in wetting spherical pores using Monte Carlo
imulations.

Theoretical work with defects was performed by Wilt �35�. He
alculated nucleation rates for spherical and conical indentations
nd asperities for solutions supersaturated with carbon dioxide.
e found that nucleation was favored in conical and spherical

ndentations, but not at the corresponding projections. The results
howed increasing nucleation rates with decreasing cavity angle.

There have also been relationships developed to predict the size
ange of active cavities under conditions of constant wall tempera-
ure or constant heat flux �36–39�. These relationships relate fluid
roperties, temperature differences, contact angles, and thermal
ayer thickness to the minimum and maximum radius of active
avities.

This paper presents the results of a study of bubble nucleation
n surfaces using MD simulations of simple Lennard–Jones
pheres at constant temperature and normal stress or constant heat
ux and normal stress. The goal was to determine the role of the
ize of nanometer scale geometric defects, the strength of solid-
uid interactions �wettability�, and heat flux on the formation and
rowth of vapor nuclei.

Method

2.1 Simulated Systems. The simulations consisted of a fluid
itting above several layers of solid. A representation of a simula-
ion box is shown in Fig. 2. Periodic boundary conditions were
sed in the x and y directions and walls formed the boundaries in
he z direction. In the z direction, a mean field restraining wall
otential was used at the top of the simulation cell. In some simu-
ations, a wall potential was also placed below the solid atoms.
lternatively, a fixed layer of solid was used as the bottom bound-

ry for other simulations. The position of the top wall potential

ig. 1 A necessary condition for trapping vapor in a crevice
hen a surface is flooded with liquid is that the angle between

he liquid-vapor interface, �, is greater than the crevice angle, �
12‡.

ig. 2 The configuration of a heterogeneous simulation box.
he light colored atoms are the fluid atoms and the dark col-
red ones are solid. The z directions were bounded by wall
otentials or a fixed layer of solid, while periodic boundary

onditions were used in the x and y directions.

42411-2 / Vol. 130, APRIL 2008
was adjusted to maintain a constant normal stress �Pzz�.
The top wall potential only interacted with the fluid atoms, and

the bottom wall potential only interacted with the solid atoms. No
truncation of the interactions was used; all of the fluid or solid
atoms interacted with the wall potential at all times.

The solid was fcc with the �100� face exposed to the fluid
except in the defects, where the �111� face was exposed. Initially,
the lattice parameter was 5.405 Å but was compressed slightly in
the z direction once the constant normal stress was applied.

Two system sizes were considered. In the small system, nucle-
ation on an atomically smooth surface was compared to surfaces
with a square right pyramidal frustum shaped asperity or indenta-
tion. The small system size had 4803 fluid atoms on five layers of
solid with lateral dimensions of 70.27�70.27 Å2. The largest
base of the defects had sides of approximately 1.5 nm. The defect
depth was two layers �see Fig. 3�. The boundary on the bottom of
the solid was a wall potential. In the large system, a larger square
right pyramid shaped indentation was compared to an atomically
smooth surface. Since the sides of the pyramid were on the �111�
plane, the half angle for the indentation was 35.3 deg. The large
system size had 13,132 fluid atoms on five layers of solid with
lateral dimensions of 113.51�113.51 Å2. The indentation had di-
mensions of approximately 4.5�4.5�3 nm3 �650 atoms�. For the
indented surface, the solid was not flat on the bottom to avoid
simulating a large number of solid atoms. �see Fig. 4�. The bound-
ary on the bottom of the solid was a fixed layer of atoms.

2.2 Potential Models. A 12-6 Lennard–Jones model was used
for all atom-atom interactions. The Lennard–Jones potential as a
function of distance between two atoms, rij, is shown below,

�LJ�rij� = 4��� �

rij
�12

− � �

rij
�6� rij � rc �1�

The cutoff radius rc was 11.9175 Å for all interactions. A model
of argon �40� was used for the fluid-fluid interactions. The value
of � was 3.405 Å for all interactions. The values of � divided by
Boltzmann’s constant were �ff /kB=121.014 K for the fluid-fluid
interactions, �ss /kB=1210.14 K for the solid-solid interactions,
and was either �sf /kB=60.507 K or �sf /kB=121.014 K for the
solid-fluid interactions. The case with �ff��sf will be referred to
as the weak case, and the case with �ff=�sf will be referred to as
the neutral case.

A 9-3 potential �32,41,42� was used for the interaction between
the mean field wall and a fluid or solid atom. The potential is

�9-3�zi� =
2��w�3

3
�	 2

15
� �

zi + 	
�9

− � �

zi + 	
�3


	 = �2/5�1/6� �2�

where zi is the absolute distance of atom i from the wall. The
−3

Fig. 3 The defected solids with small defects. The defects
were approximately 1.5 nm wide and two layers deep.
density ��w� of the top wall was 0.02 Å , which is near the den-
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ity of the liquid at 96.0 K and 4.23 bars. The density of the
ottom wall was equal to the initial density of the solid. The
ennard–Jones parameters � and � in the wall potential were cho-
en to be the same as for the fluid-fluid and solid-solid interactions
or the top and bottom wall, respectively.

2.3 Transient Simulation Types. Two types of transient MD
imulation were run with a time step of 2.16 fs. The first was a
onstant number of atoms, normal stress, and temperature �NPzzT
D�. The second was a constant number of atoms, normal stress,

nd heat flux �NPzzq MD�. Constant temperature simulations were
un for both small and large size systems. Constant heat flux simu-
ations were only run for the large size system.

Simulations at constant temperature consisted of equilibration
or at least 432 ps at 96.0 K and 4.23 bars starting from a random
onfiguration or at least 108 ps starting from an equilibrated con-
guration with new velocities sampled randomly from the
axwell–Boltzmann distribution. The set point temperature was

hen linearly ramped up into the metastable region over 1.67 ps
nd maintained at the final value until after nucleation occurred.
he actual temperature reached the new set point value within
ps.
To control the temperature, two Nosé–Hoover thermostats were

sed �43�, one for the solid atoms and one for the fluid atoms. The
ime constant was 0.05 ps. Two thermostats were required because
sing only one caused the solid to heat up faster than the fluid
hen ramping up the temperature, which subsequently led to a

emperature gradient in the system.
The normal stress at time step 
, Pzz�
�, was calculated as the

um of the forces per area on the upper wall and was controlled by
hanging the acceleration �aw� of the upper wall using a
roportional-integral controller. Details are discussed in a previ-
us work �32�. The set point normal stress was 4.23 bars for all
imulations.

Nucleation times at constant temperature were obtained from
ultiple simulations and used to calculate nucleation rates and

ig. 4 The solid used in the large indentation simulations. The
ndentation dimensions were approximately 4.5Ã4.5Ã3 nm.
he upper picture is a top view and the lower picture is a diag-
nal cross section.
ime lags from a transient nucleation model �44–46�,

ournal of Heat Transfer
t = t0 +
g

JsVbox
− t0�1 −

0.5

MR
2.5�exp	− 1.82

�� g

JsVboxt0
�1/2��MR − 1�0.41


g = − ln� N

N0
� �3�

where N0 is the total number of simulations, N is the number of
non-nucleated simulations at time t, t0 is a lag time, Js is the
steady state nucleation rate, and MR is the reduced moment, which
was set to 1.4 �47,48�. The nucleation times were taken at an
average volume of 112% of the average volume of the metastable
liquid. At this volume, a critical sized nucleus had already formed
and began to grow. The average metastable liquid volume was
obtained by averaging the volumes in each simulation at a time of
108 ps after beginning to ramp up the temperature. This was just
after the volume reached the metastable liquid value and before
the increase in volume due to vapor formation. The nucleation
times and N0 values were fitted to Eq. �3� to get Js and t0. The
calculation of nucleation rates and errors is discussed in detail in a
previous work �32�.

Initial configurations for the constant heat flux simulations were
obtained in the following manner. First, a randomly generated
configuration was subjected to a NPzzT MD relaxation run at
96.0 K and 4.23 bars. Next, the set point temperature was in-
creased linearly over 1.67 ps to bring the system to a metastable
state. This temperature was low enough, however, that an addi-
tional 324 ps of NPzzT MD could be performed to get an initial
“equilibrated” configuration without nucleation occurring. The re-
sulting configuration was used to obtain subsequent ones by reas-
signing velocities from the Maxwell-Boltzmann distribution, then
running NPzzT MD for another 108 ps. From these initial configu-
rations, NPzzq MD was run by turning the temperature control off
and adding a constant heat flux to the system.

Constant heat flux was obtained by the addition of kinetic en-
ergy to the second from the bottom layer of solid atoms each time
step while keeping the bottom most layer immobile. Heat flux �q�
is just the amount of kinetic energy added �	Ek� divided by the
time step �	t� and area �A� it is added to,

q =
	Ek

	tA
�4�

The area used was the box length in the x direction times the box
length in the y direction. The algorithm for adding kinetic energy
conserves the linear momentum of the atoms it is applied to �49�.
The velocity Verlet algorithm was used to integrate the microca-
nonical equations of motion �50�. Figure 5 shows the status of
each solid layer for the constant flux case with the large
indentation.

Fig. 5 Diagonal cross section of the solid for the large system
with constant heat flux. The bottom layer is fixed, kinetic en-
ergy is added to the second to the bottom layer each time step
†49‡, and the other layers have just microcanonical dynamics.
Nucleation times were also determined at constant heat flux, but
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teady state nucleation rates could not be obtained since the tem-
erature changed during the course of the simulations. However,
ucleation times and lag time before any nucleation events oc-
urred could still be compared for the two different surface inter-
ctions. Nucleation times were determined by fitting a third order
olynomial to the box height as a function of time at short times
nd then finding the time at which the box height deviated by
ore than 3.5 Å from the polynomial. Fits were from
ps to 756 ps in the weak cases and from 0 ps to 1188 ps in the

eutral cases. Although this is a somewhat arbitrary procedure for
etermining the nucleation time, it was an objective means of
ocating the approximate time when the box height started in-
reasing due to nucleation instead of just due to the expansion of
he liquid. Figure 6 shows an example from a weak surface simu-
ation.

2.4 Void Analysis: Large Indentation and Contact Angles.
o characterize the size and structure of voids in the fluid in the

arge system, the simulation box was divided into small cubes of
bout 1.3 Å on a side. Cubes were designated as “empty” if their
enter was greater than 1.2� from any atom center of mass �31�.
o find the voids, the connectivity of these empty cubes was de-

ermined via a clustering algorithm similar to the one developed
y Sevick et al. �51�, with the criterion that cubes were connected
f they shared any point�s�. This meant that the maximum number
f other cubes that any cube was directly connected to was 26.
his method is good for finding the extent of bubbles, but under-
stimates the volume if there are atoms enclosed by the empty
ubes since their volume is not counted.

To quantify to what extent void formation was favored in the
ndentation compared with the flat part of the surface, a void
robability was calculated as a function of the x and y directions
y averaging over the z direction. The average was also over
ultiple simulations and over time up until a bubble percolated

he simulation box, at which point it contained on the order of a
undred.

To provide a quantitative measure of the wettability of the sur-
aces, constant volume simulations on flat surfaces were per-
ormed at a volume such that a vapor nucleus was stable. The
ositions of void regions in this nucleus were found using the void
nalysis every 1000 time steps. These positions were then shifted
n the x and y directions by �xcv /xcube� and �ycv /ycube� where � �
epresents the nearest integer function, xcv and ycv the center of

ig. 6 Box height as a function of time for a simulation of the
arge indentation with a weak surface using constant heat flux,
nd the third order polynomial from a fit to the data from
to 756 ps. The nucleation time was taken as the first time
hen the data deviated from the polynomial by more than
.5 Å.
olume positions, and xcube and ycube the cube lengths. This ap-
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proximately centered all nuclei with the positions of the voids
restricted to the grid points. From all of the positions of voids in
any configuration, an average shape could be found by only keep-
ing those whose probability of occurrence was greater than some
cutoff value. This method is similar to the work of Maruyama and
Kimura with a Lennard–Jones vapor bubble on a Lennard–Jones
surface �31� and Maruyama et al. with a Lennard–Jones liquid
droplet on a Lennard–Jones surface �52�.

3 Results

3.1 Contact Angles. For both the neutral and weak cases, a
configuration was taken from a constant heat flux simulation, and
the velocities were rescaled to get a temperature of 131.0 K. Con-
stant volume and temperature simulations were then ran for

Table 1 Temperatures „T… and number of simulations „N0… for
the constant temperature simulations

Defect Surface T �K� N0

Small asperity Weak 131.0 42
131.5 42
132.0 42
133.0 42

Small asperity Neutral 134.5 42

Small flat Weak 131.0 39
131.5 39
132.0 41
133.0 51

Small flat Neutral 134.5 40

Small indentation Weak 131.0 44
131.5 47
132.0 47
133.0 48

Small indentation Neutral 134.5 40

Large indentation Weak 131.0 44

Fig. 7 Nucleation rates „m−3 s−1
… versus inverse temperature

„K−1
… on a weakly attractive solid surface. Dotted lines are to

guide the eye. A small indentation, asperity, and a flat surface
with the same simulation box size were simulated. A large in-
dentation was also simulated. The nucleation rates were not
significantly different when comparing the small defects to a
flat surface, but the rate for the large indentation was about two
orders of magnitude greater than for the small defects at

131.0 K. The error bars are 68.3% confidence intervals.
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00,000 time steps to get a persistent vapor nucleus. An additional
00,000 time steps in the neutral case and 100,000 in the weak
ase were performed to get the average shape. The cutoff prob-
bility was chosen so that the number of void positions in the
ucleus was about 0.7 times the maximum number in any snap-
hot. For the weak and neutral cases, these probabilities were 0.13
nd 0.19, respectively.

To estimate the contact angle, the effective radius of the bottom
wo complete layers of void positions was used, assuming they
ere circular. Bottom layers with only a few voids were not con-

idered. The contact angle ��� in radians was then estimated from

� = �/2 − tan−1�r12/z12� �5�
or the neutral case and from

� = � − tan−1�z12/r12� �6�

or the weak case. In these equations, r12 is the absolute difference
n effective radii between the bottom and second to the bottom
ayer of void positions, and z12 is the absolute distance between
ayers. For the neutral and weak cases, the contact angle was

Fig. 8 Relative void probability for the large indentation as a
simulations, and over time up until a void percolated the bo
weak surface, 30 simulations…. The bottom left figure is for the
ture, 39 simulations… with a weak surface. The bottom right
starting temperature, 39 simulations… with a neutral surface. I
whose approximate boundaries are shown by the white line. T
to the fact that one point in those corners was set to either 0
stimated to be 22 deg and 129 deg, respectively. The neutral sur-

ournal of Heat Transfer
face was wetting and the weak surface was nonwetting.
The contact angle was also estimated by using the data of

Maruyama and Kimura,�31� relating the ratio of the well depth of
the integrated potential for one layer of the solid to the well depth
of the fluid to the cosine of the contact angle. They used a �111�
surface, so the well depth of the integrated potential for our case
was modified for the �100� surface,

�surf = �12�

5
���fs

a0
�2

�fs �7�

The potential parameters ��fs and �fs� are for the solid-fluid inter-
action and a0 is the lattice parameter of the solid. Maruyama et al.
plotted the values for argon drops �52� and drew a straight line
through them, and also plotted values for argon bubbles at 100 K
and 110 K, which differ from the temperature we used, but con-
tact angle is not a strong function of temperature and pressure.
The values of the contact angles from this line were 50 deg and
124 deg for the neutral and weak cases, respectively. Our value

ction of x and y averaged over the z direction, over multiple
he top figure is for the constant temperature case „131.0 K,
nstant heat flux case „149 MW/m2, 122.0 K starting tempera-
ure is for the constant heat flux case „149 MW/m2, 122.0 K
ll three cases, void formation was favored in the indentation
dark regions in the lower left and upper right corners are due
1 to get the scale correct.
fun
x. T

co
fig
n a
he
or
for the neutral case falls in between their points for bubbles that
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re well above the line for small contact angles, so there is a good
greement with our calculation.

3.2 Small Defects: Constant Temperature. Table 1 shows
he temperatures and number of simulations used in each case and
ig. 7 shows a plot of nucleation rate versus inverse temperature
or the weak case with small defects. The percentage differences
n nucleation rates between the neutral surfaces were comparable
r smaller than the differences between the weak surfaces, so they
re not plotted. Figure 7 shows that the nucleation rates for the
hree surfaces are not significantly different from each other. This
s likely due to the fact that the defects were smaller than the
ritical nucleus volumes determined from previous simulations
32� at these temperatures. In these previous simulations, it was
ound that critical nuclei of about 1000–2000 Å3 were required
or the bubbles to continue to grow on an atomically smooth sur-
ace. The current result indicates that surface defects smaller than
he critical nucleus size do not change nucleation rates when com-
ared to atomically smooth surfaces.

3.3 Large Indentation: Constant Temperature. An indenta-
ion significantly larger than the critical size having a volume of
bout 25,000 Å3 or more than ten times the critical volume was
imulated. The box size was chosen so that the distance between
he edge of the indentation and its images was approximately the
ame as this distance in the system with the small indentation.

A temperature of 131.0 K and 44 simulations were used with a
eak surface to compare with the smaller indentation. The nucle-

tion rate is plotted in Fig. 7. The nucleation rate was
.0�2.31,4.26��1035 m−3 s−1 compared with 1.7�1.30,2.46�
1033 m−3 s−1, 2.3�1.69,3.33��1033 m−3 s−1, and 2.5�1.87,3.44�
1033 m−3 s−1 for the small system with an asperity, flat surface,

nd indentation, respectively. The numbers in parentheses are the
8.3% confidence intervals. The large indentation increased the
ucleation rate by two orders of magnitude over the small defects.
inite size effects due to the larger simulation box in the large

ndentation case cannot explain this. Previous work with even
maller systems showed a small decrease in the nucleation rate
ith increasing system size �32�. The presence of an indentation

arger than the critical size clearly enhanced nucleation at constant
emperature. This is in qualitative agreement with work on boiling
n microchannels, which found that superheats required for nucle-
tion were larger than in an unconfined space �53,54�. Indenta-
ions cannot enhance nucleation if critical nuclei cannot form
here.

Figure 8�a� shows a contour plot of relative void probability for
he constant temperature case. This figure shows that void forma-
ion was favored in the indentation. This enhancement can be
xplained by the fact that a void formed in an indentation can

ig. 9 These figures represent the ways in which atoms can
ollapse into a 2-D void on a weakly attractive surface. Fluid
toms are represented as circles, and the solid surface as a

ine. The arrows point into the void. The arc length that can
ollapse into a void of the same radius and contact angle is
maller in the indentation „right… compared with the flat part of
he surface „left…. The volume of a critical nucleus in the inden-

ation is also smaller for a given critical radius.

42411-6 / Vol. 130, APRIL 2008
collapse from fewer directions than one formed on the flat surface,
so it will last longer on average and have a greater probability of
growing to critical size. For the same critical radius and with the
contact angle for this case, the critical volume in an indentation is
also smaller, making it easier to form a critical nucleus. This
qualitative picture of void collapse is shown in Fig. 9.

3.4 Large Indentation: Constant Heat Flux. In the constant
heat flux cases, nucleation was further enhanced by localized heat-
ing in the indentation. Figure 10 is a plot of the time and simula-
tion average of local temperature minus bulk fluid temperature as
a function of height perpendicular to the flat surface. The average
was taken over 39 simulations until the maximum sized void in a
simulation was larger than 1000 Å3. Two separate regions were
considered, above the indentation and above the flat part of the
surface. The temperature in the indentation was considerably
higher than in the rest of the fluid, increasing the probability of
formation of a critical sized nucleus there. This occurred because
heating occurred from multiple sides of the indentation, not just
from below.

Figure 11 shows the nucleation times for indented and flat sol-
ids for the weak and neutral cases. The nucleation times in the
neutral cases are longer than in the weak cases because adsorbed
fluid layers in these cases had to be heated up before nucleation
could occur above them. In the weak cases, nucleation occurred
right above the surface. Due to the focused heating in the inden-
tation, the indented surface might be expected to have a smaller
time lag. This was not the case, and there were several contribu-
tions to this. The first was that surface area of solid exposed to the
fluid in the indented case was about 11.95% higher than in the flat
case, but the same amount of energy was added each time step.
The heat flux was based on the cross sectional area, not on the
surface area, so there was a lower “effective” heat flux for the
indented case. The second was that although the indentation
heated up faster, the fluid outside of it was still relatively cold,
which inhibited bubble growth. In the neutral case, the adsorbed
fluid volume was larger in the indented case than in the flat case,
so the lag time was slightly longer than in the flat case.

Figures 8�b� and 8�c� show contour plots of relative void prob-
ability for the constant heat flux case for a weak and neutral sur-
face, respectively. For a weak surface, it was seen in visualizations
that a void formed in and grew from the indentation every time.
This gives the nearly perfect rings in Fig. 8�b�. In the case of a
neutral surface, nucleation still occurred preferentially in the in-
dentation, but a void large enough to continue to grow would
occasionally form away from the indentation. Sometimes a void
formed on the flat surface entirely, and sometimes it formed with
one side attached to the indentation.

The increased frequency of bubble nucleation away from the
indentation was due to the presence of adsorbed fluid layers on the
solid in the neutral case. The local pressure and spinodal tempera-
ture in high density adsorbed layers are higher than in the bulk
fluid �55�. This makes this region inaccessible to vapor nuclei
formation. The effective size of the indentation in the neutral case
was reduced relative to the weak case, so forming a critical sized
bubble there was less favorable. Further increasing the fluid-solid
attraction would increase the thickness of adsorbed layers and
decrease the effective size of the indentation, making the indenta-
tion region even less favorable relative to the flat part of the sur-
face. Atoms below a void in the indentation in the adsorbed layers
could also collapse into the void, but collapse was less likely from
the bottom due to lower mobility of the adsorbed layers �see Fig.
12�. Void formation was favored in the indentation for both cases
more than in the constant temperature case.

Void probabilities were also calculated for flat surfaces and for
the weak case with a starting temperature of 128.0 K instead of
122.0 K. The flat cases were used to check the analysis and, of
course, showed that nucleation occurred with equal probability at
all points on the surface. The simulations started at a higher tem-

perature gave a void probability plot that was nearly identical to
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ig. 8�b�, so the starting temperature had no effect on the result
hat void formation was localized in the indentation.

3.5 Predicted Wall Temperatures. To test the criterion for
ctive cavity size, we used the relation of Davis and Anderson
38� to calculate the wall temperatures �Tw� under constant heat

ig. 10 Time average until a void had a volume greater than
000 Å3 and simulation average over 39 simulations of local
emperature „T… minus bulk fluid temperature „Tfluid… as a func-
ion of z position for the large indentation with constant heat
ux. Two separate regions were considered, above the inden-

ation and above the flat part of the surface. In both the neutral
nd weak cases, the temperature in the indentation was con-
iderably higher than in the rest of the fluid.

ig. 11 Nucleation times as a function of the negative loga-
ithm of the ratio of non-nucleated „N… to total simulations „N0…

or all constant heat flux cases. The times for the neutral cases
ere longer because the adsorbed layers had to be heated up
efore nucleation could occur. Nucleation was slightly faster

or the flat surface compared to the indented one for the neutral

ase and there was little difference for the weak case.

ournal of Heat Transfer
flux conditions that would be required to get a minimum cavity
radius �rc,min� equal to the hydraulic radius of the large indenta-
tion,

rc,min =
�t sin �

2�1 + cos ��� w

w + sub
�	1 −�1 −

8�Tsat�w + sub�
�vhlv�tw

2 

�t = k/h

h = q/�Tw − T��

w = Tw − Tsat

sub = Tsat − T� �8�
We used adjusted experimental parameters for argon for the sur-
face tension ��=5.790�10−3 N /m� �32,56�, heat of vaporization
�hlv=5392 J /mol� �57�, and thermal conductivity �k
=90 mW / �m K�� �58�. We used the Lennard–Jones equation of
state to get the saturation temperature and vapor density �Tsat
=106.7 K, �v=519.1 mol /m3� �59�, and used the contact angles
��� calculated for the flat surface. We did not know the heat flux
�q� into the liquid, so we varied it from 5% up to 100% of the flux
added to the solid, giving a range of wall temperatures of
10–15 K. The calculated wall temperatures for the neutral and
weak cases were around 155 K and 510 K. The maximum wall
temperatures seen in the simulations were 140–145 K. For the
neutral case, this is probably within the error of the calculated
value. In the weak case, the calculated value is clearly too high.

4 Conclusions
Nonequilibrium MD simulations of bubble nucleation were run

for a Lennard–Jones fluid on a Lennard–Jones solid. The solid had
various geometric defects �small asperities and small and large
indentations�. The solid-fluid energy parameter ��sf� was also var-
ied. It was either less than the fluid-fluid value �weak� or equal to
the fluid-fluid value �neutral�. Two types of simulations were run,
constant temperature and constant normal stress or constant heat
flux into the bottom of the solid and constant normal stress.

It was shown that some level of control over the rate and loca-
tion of heterogeneous bubble nucleation could be accomplished
with the right surface topology and chemistry even at the nanom-
eter scale. Defects of about the same size as the critical nucleus

3

Fig. 12 These figures represent the ways in which atoms can
collapse into a 2-D void on a neutral surface. Fluid atoms are
represented as light gray „yellow… and dark gray „green… circles,
and the solid surface as a solid line. The “edge” of the ad-
sorbed fluid layers is the dashed line. The arrows point into the
void. Nucleation cannot occur in the adsorbed fluid layers be-
tween the solid line and the dashed line. These layers effec-
tively reduce the the size of the indentation and make the
nucleation more like homogeneous nucleation, since the light
gray „yellow… atoms in the adsorbed fluid layers can collapse
into the void, but are not as likely to collapse as the dark gray
„green… bulk fluid atoms since they are not as mobile.
�1000–2000 Å � had no effect on nucleation rate, while an inden-
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ation much larger than the critical nucleus increased the nucle-
tion rate by approximately two orders of magnitude over a flat
urface at constant temperature. Void formation was favored in the
arge indentation over the flat part of the surface in all cases due in
art to the stabilizing effect of the solid and the smaller critical
olume for an indentation compared with a flat surface. In the
onstant heat flux cases, concentrated heating in the indentation
urther increased the probability of forming a void there. In the
eak case with constant heat flux, a void formed and grew from

he indentation every time. In the neutral case, the spatial control
as not as good due to adsorbed fluid layers on the solid surface

n which nucleation could not easily occur. These layers are par-
ially filled in the indentation and could not stabilize voids as well
s the solid.

These results show that dissolved gas is not required to enhance
ucleation at the nanometer scale, in qualitative agreement with
he work of Theofanous et al., �16� who found that PEN theory
id not apply for nanometer scale defects. Dissolved gas might
ave an additional effect, which could be explored in further
ork.
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Experimental Investigation
of Turbulent Convective Heat
Transfer and Pressure Loss
of Alumina/Water and
Zirconia/Water Nanoparticle
Colloids „Nanofluids…
in Horizontal Tubes
The turbulent convective heat transfer behavior of alumina �Al2O3� and zirconia �ZrO2�
nanoparticle dispersions in water is investigated experimentally in a flow loop with a
horizontal tube test section at various flow rates �9000�Re�63,000�, temperatures
�21–76°C�, heat fluxes (up to �190 kW /m2), and particle concentrations (0.9–3.6
vol % and 0.2–0.9 vol % for Al2O3 and ZrO2, respectively). The experimental data are

compared to predictions made using the traditional single-phase convective heat transfer
and viscous pressure loss correlations for fully developed turbulent flow, Dittus–Boelter,
and Blasius/MacAdams, respectively. It is shown that if the measured temperature- and
loading-dependent thermal conductivities and viscosities of the nanofluids are used in
calculating the Reynolds, Prandtl, and Nusselt numbers, the existing correlations accu-
rately reproduce the convective heat transfer and viscous pressure loss behavior in tubes.
Therefore, no abnormal heat transfer enhancement was observed in this study.
�DOI: 10.1115/1.2818775�

Keywords: nanofluids, convective heat transfer, enhancement, thermal conductivity
Introduction
Modification of the thermophysical properties of a system

hrough heterogenization is an age-old practice, a phenomenon
eadily visible in the lowered thermal conductivity of fibrous-air
ixtures found in most insulation. Historically, a scientific under-

tanding of the thermophysical properties of such mixtures of ma-
erials stemmed from the works of Maxwell �1� and Maxwell-
arnett �2� on electrical conductivity of heterogeneous solids.
nlike the chemical, rheological, and optical properties of col-

oids �solid-liquid mixtures�, which have been vastly studied, an
nderstanding of the thermal properties of such systems has been
omewhat neglected. The works of Masuda et al., �3� Choi �4�,
astman et al., �5� Choi et al., �6� Assael et al., �7� among others,
ave generated great interest in the thermophysical properties of
anofluids, i.e., colloidal dispersions of nanoparticles in a base
uid, and their potential for heat transfer enhancement.
Convective heat transfer enhancement through the addition of

articulates has been proposed in various places in the literature;
ne early and thorough study by Ahuja �8� showed the ability of
icron sized polystyrene particles to enhance laminar convective

eat transfer in tubes. Ahuja �8� concluded that the enhancement
as due to shear-induced rotation of the particles and particle-
article interactions. However, the engineering applicability of
icroparticle colloids is generally hindered by particle settling,

hannel erosion, and clogging. The recent development of stable
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eived May 30, 2007; published online March 21, 2008. Review conducted by Peter

adasz.

ournal of Heat Transfer Copyright © 20
nanoparticulate colloids reopened the idea of enhancement of con-
vective heat transfer through the addition of particles. Despite
this, there are few experimental works to be found in the litera-
ture. Wen and Ding �9–11� have studied nanofluid laminar flow
convective heat transfer in the entry region. Pak and Cho �12�
explored alumina and titania in water nanofluids in turbulent con-
vective heat transfer in tubes. Xuan and Li �13� investigated tur-
bulent convective heat transfer and flow features of copper oxide
in water nanofluids. Xuan and Roetzel �14� considered a heat
transfer correlation for nanofluids to capture the effect of energy
transport by particle “dispersion.” Buongiorno �15� investigated
nanofluids through nondimensional groups and determined that
other than possible diffusion effects in the boundary layer, nano-
fluids should behave like equivalent single-phase fluids. All the
above researchers have concluded or assumed that nanofluids pro-
vide heat transfer enhancement with respect to their respective
base fluids. However, assessment of what constitutes an enhance-
ment in turbulent convective heat transfer is somewhat arbitrary.
The convective heat transfer coefficient h depends heavily on the
fluid properties via the Reynolds, Prandtl, and Nusselt numbers, as
per the classic Dittus–Boelter correlation:

Nu = 0.023 Re0.8 Pr0.3

�1�

h = 0.023 Re0.8 c0.3�0.7�0.3

D
= 0.023

c0.3�0.7�0.8V0.8

�0.5D0.2

As nanofluids typically have higher thermal conductivity and vis-
cosity than their base fluids, Eq. �1� suggests that, for a fixed
Reynolds number, they will also have a higher heat transfer coef-

ficient. On the other hand, for a fixed velocity, the nanofluid heat

APRIL 2008, Vol. 130 / 042412-108 by ASME



t
b
t
e
p
e
t
s
fl
m
t
s
b

A
r
l

O
fl
m
f
t
t
i
n
h
t
m
l
fl
n
a
s
a

2

A
p
w
C
l
p
c
t
T
w
fi
e
e
v
t
�

i
m
d
o
d
t
r
a

0

ransfer coefficient could be either higher or lower than that of the
ase fluids, depending on the magnitude of the thermal conduc-
ivity and viscosity increase. These trends are expected and their
xplanation does not necessitate invoking any special physical
henomena occurring in nanofluids. So, what constitutes an inter-
sting heat transfer enhancement in nanofluids? It is proposed in
his paper that an increase in the measured heat transfer coefficient
ubstantially above that predicted by the traditional single-phase
uid correlation �e.g., Dittus–Boelter� utilizing the nanofluid ther-
ophysical properties can be considered as an unexpected heat

ransfer enhancement and thus worthy of study. Therefore, to as-
ess the merits of nanofluids, their thermophysical properties must
e known accurately. The density of the nanofluids is by definition

� = ��p + �1 − ���b �2�

ssuming thermal equilibrium between the particles and the sur-
ounding fluid, the specific heat is immediately estimated as fol-
ows:

c =
��pcp + �1 − ���bcb

�
�3�

n the other hand, the thermal conductivity and viscosity of nano-
uids have exhibited abnormal behavior and therefore must be
easured, as functions of loading and temperature, for every dif-

erent nanofluids used in the experiments. Unfortunately, none of
he above referenced studies uses nanofluids fully characterized in
his strict sense. This is the starting point of our paper, which
nvestigates two water-based nanofluids, with alumina and zirco-
ia nanoparticles, for their potential to enhance the convective
eat transfer coefficient in a heated tube. Full characterization of
he fluids colloidal and thermophysical properties is done experi-

entally �Sec. 2�, including measurement of the temperature- and
oading-dependent thermal conductivities and viscosities. The
ow loop is described in Sec. 3. Measurements are done for two
anoparticle/base fluid combinations at various particle loadings
nd flow conditions and the results are analyzed using the mea-
ured properties and traditional single-phase correlations �Secs. 4
nd 5�.

Nanofluids and Their Properties
The nanofluids used in this experiment were colloidal alumina

L20SD at 20 wt % and colloidal zirconia Zr50/15 at 15 wt %,
urchased from Nyacol® Nano Technologies, Inc. These colloids
ere used as received except for dilution using de-ionized water.
haracterization was done to assure the specifications of the col-

oids are as stated by the manufacturer. Inductively coupled
lasma �ICP� spectroscopy found there to be only the primary
omponents specified, aluminum and zirconium, in each respec-
ive fluid. Only trace amounts of other chemicals were found.
hermogravimetric analysis �TGA� was done to determine the
eight loading of the compounds and were found to be as speci-
ed by the manufacturer. TGA was also used to determine the
xact loading of the diluted samples before and after the flow
xperiments to assure there was no settling in the loop. The con-
ersion between weight and volume fraction ��� was done
hrough the bulk density of alumina ��3920 kg /m3� and zirconia
�5500 kg /m3�.

Particle sizing was done using dynamic light scattering �DLS�
n combination with transmission electron microscopy �TEM�; the

ethodologies are described elsewhere �16�. It is noted that DLS
etermines only the equivalent spherical hydrodynamic diameter
f the particles. Likewise the TEM can be used only on particles
ried out of the colloidal state and hence could have agglomera-
ions, which may not be present in the colloidal state. The DLS
esults showed that the average particle size for the alumina is

bout 46 nm and the zirconia is about 60 nm. There is a distribu-

42412-2 / Vol. 130, APRIL 2008
tion of size around these averages and the zirconia had small
amounts of agglomerations averaging around 200 nm. TEM im-
ages confirmed these results are reasonable.

The temperature- and loading-dependent thermal conductivities
were measured with a short transient hot wire apparatus, which
was validated with various fluids at different temperatures and
found to have �2% accuracy �17�. The transient hot wire appa-
ratus made use of a Teflon-coated platinum wire to prevent the
occurrence of parasitic currents in the test fluid. The dependence
of thermal conductivity on loading was measured for each fluid
from zero to the maximum loading, 20 wt % and 15 wt % for
alumina and zirconia, respectively. Temperature dependence of
the conductivity was measured from 20°C to 80°C, which en-
compasses the anticipated in-loop conditions. The results are
shown in Figs. 1 and 2, where the nanofluid thermal conductivity
is �, the thermal conductivity of water is �w, and MG refers to the
modified Maxwell-Garnett model �2�, applied here to two values
of the spheroidal aspect ratio c /a, which captures the shapes of
our nanoparticles, as per the TEM observations. The measure-
ments show that the loading dependence of thermal conductivity
is bracketed by the MG model, while the temperature dependence
is the same as that of water. This latter fact is contrary to the
findings of Das et al. �18�, who reported an abnormally large
increase of thermal conductivity in nanofluids and attributed it to
Brownian motion of the nanoparticles.

Viscosity was measured by means of a capillary viscometer
submerged in a controlled-temperature bath. The viscometer was
benchmarked with water at various temperatures and its accuracy
was found to be within 0.5%. The alumina and zirconia nanofluid
viscosities are shown in Figs. 3 and 4, respectively. Note the rapid
viscosity increase with particle loading and the independence of
the � /�w ratio on temperature. Curve fits were created for the
thermal conductivity and viscosity experimental data to be used in
the interpretation of the convective heat transfer data.
Alumina nanofluids,

���,T� = �w�T��1 + 4.5503�� �4�

���,T� = �w�T�exp�4.91�/�0.2092 − ��� �5�
Zirconia nanofluids,

2

Fig. 1 Loading-dependent thermal conductivity
���,T� = �w�T��1 + 2.4505� − 29.867� � �6�
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���,T� = �w�T�exp�11.19�/�0.1960 − ��� �7�
quations �4�–�7� apply to our nanofluids and are not of general
alidity.

Description of the Flow Loop
A flow loop facility was constructed to conduct the convective

eat transfer coefficient and pressure loss experiments. A sche-
atic of the loop is shown in Fig. 5. The test section is a smooth

orizontal tube, made of stainless steel, with 1.27 cm outside di-
meter �o.d.� �0.5 in.� and 1.65 mm thickness �0.065 in.�, resis-
ively heated by a dc power supply from Lambda America, pro-
iding a maximum power of 24 kW. Fourteen T-type
hermocouples axially spaced by 0.2 m measure the outer wall
emperature. The inner wall temperature is calculated assuming
adial heat conduction within the tube wall. There are also two
-type thermocouples submerged in the flow channel at the inlet
nd outlet of the heated section to measure the bulk temperature
f the fluid. The flow is provided by a 1 HP Berkeley SS1XS1-1
ump with a frequency speed controller. The flow is measured by

Fig. 2 Temperature-dependent thermal conductivity
Fig. 3 Viscosity of alumina nanofluids

ournal of Heat Transfer
a turbine flow meter, which was calibrated to �0.5% accuracy.
The data are acquired by an HP3852A data acquisition unit. The
heat is removed by a McMaster Carr 35185K55, stainless steel
shell-and-tube heat exchanger. Various valves are included in the
system for loading, flow control, and discharge of the test fluid.
The heat transfer coefficient is calculated from knowledge of the
heat flux and the calculated wall and bulk temperatures at the
different axial locations. The viscous pressure loss is measured
directly by a differential pressure transducer Omega PX293-
030D5V, operating over a range of 0–207 kPa �0–30 psid� with
accuracy to within 0.5%, as calibrated by the manufacturer. Be-
cause the test section is very long �L /D�300�, entry region ef-
fects on heat transfer and pressure loss are negligible. More de-
tails about the design and operation of the loop can be found in
Ref. �16�.

4 Heat Transfer Coefficient Measurement
The local heat transfer coefficient was measured for both water,

as a base case, and each nanofluid under turbulent fully developed
conditions. The results were compared against the predictions of
the Dittus–Boelter correlation �Eq. �1��, using the temperature-
and loading-dependent measured properties of the specific fluid.
The benchmark for water at various Reynolds numbers is shown
in Fig. 6 and can be seen that the experimental data agree well
�within �10%� with the predictions of the correlation.

Alumina nanofluid was measured at three different volumetric
loadings �0.9%, 1.8%, and 3.6%�, as shown in Fig. 7, and zirconia
nanofluid at three volumetric loadings �0.2%, 0.5%, and 0.9%�, as
shown in Fig. 8. The data are also reported in Table 1. It can be
seen that the Nusselt number is predicted by the Dittus–Boelter
correlation to within �10%, if the nanofluid mixture properties
are utilized. No effect of the heat flux on the heat transfer coeffi-
cient was observed, as is expected in single-phase forced convec-
tion. Water was retested between nanofluid runs in order to assure
that there was no significant fouling due to the particles and, in
fact, none was found.

5 Viscous Pressure Loss and Friction Factor Measure-
ment

The viscous pressure drop was measured for both water, as a
benchmark, and each nanofluid under turbulent fully developed
conditions in both the heated and nonheated sections of the loop.
The heated-tube case was included to explore the effect of thermal
gradients on the pressure loss in nanofluids. The results were com-

Fig. 4 Viscosity of zirconia nanofluids
pared against the predictions of theory for pressure drop as

APRIL 2008, Vol. 130 / 042412-3
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here the friction factor is determined from either the Blasius
elation

f = 0.316 Re−0.25 �9�

or Re�30,000 or the McAdams relation

f = 0.184 Re−0.2 �10�

or Re�30,000 using the temperature- and loading-dependent
easured properties of the specific fluid. The benchmark of pres-

ure loss for water at various Reynolds numbers is shown in Fig.
and can be seen that the experimental data agree well with the

heoretical predictions.
Alumina nanofluid was tested at three different volumetric

oadings �0.9%, 1.8%, and 3.6%�, as shown in Fig. 10, and zirco-
ia nanofluid also at three volumetric loadings �0.2%, 0.5%, and

Fig. 5 Schematic of convec
Fig. 6 Tube averaged Nusselt number for water tests

42412-4 / Vol. 130, APRIL 2008
0.9%�, as shown in Fig. 11. The pressure loss data are also re-
ported in Table 1. It can be seen that the viscous pressure losses
are predicted by the theory to within �20%, if the nanofluid mix-
ture properties are utilized. A post-test characterization of the
nanofluids verified that the particle size and loadings had not
changed in the loop.

6 Conclusions
The most interesting finding of this paper is that the convective

heat transfer and pressure loss behavior of the alumina/water and
zirconia/water nanofluids tested in fully developed turbulent flow
can be predicted by means of the traditional correlations and mod-
els, as long as the effective nanofluid properties are used in cal-
culating the dimensionless numbers. That is, no abnormal heat
transfer enhancement was observed. As such, the merits of nano-
fluids as enhanced coolants depend largely on the trade-off be-

e loop experimental facility

Fig. 7 Tube averaged Nusselt number for alumina nanofluid
tiv
tests
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Table 1 Experimental data for convective heat transfer and pressure loss in water and nanofluids

ater Flow rate �gpm� Voltage �V� Current �A� Tin �°C� Tout �°C� �Piso �psi� �Pheat �psi� P �psi� have �kW /m2 K�

3.0049 18.6728 464.9508 64.9897 75.6521 2.3948 3.1299 5.8560 16.9
2.1733 18.6539 464.9247 60.5061 75.0787 1.4016 1.7898 4.4559 12.9
3.0627 17.9173 465.0416 22.642 32.6221 2.9806 3.7977 3.2521 12.9
2.1388 18.0241 464.9816 24.304 38.8204 1.576 1.9522 3.1228 10.1
2.9704 18.1881 464.9652 37.7 48.166 2.6123 3.3636 3.6603 14.3
2.1639 18.327 464.9612 41.7497 56.2337 1.4912 1.891 3.3370 11.6

lumina nanofluids
.009 2.147081 18.0176 464.1053 22.82405 38.17461 1.547489 1.881898 3.020074 9.6
.009 3.715541 17.86031 464.1133 21.43268 30.08651 4.108022 5.151524 3.794503 14.2
.009 3.851073 24.30109 620.27 27.8986 43.2501 4.204298 5.136252 4.492296 16.5
.009 3.596595 18.17254 464.1121 38.78505 47.87099 3.553072 4.520337 4.335136 16.3
.009 3.574315 18.61698 464.0545 63.8074 73.13351 3.164858 4.123959 6.104082 19.1
.018 2.111757 18.08459 464.1162 25.91971 41.28559 1.664668 2.021926 3.168925 8.9
.018 3.486365 17.87957 464.1384 21.40127 30.25747 4.348929 5.408708 3.913946 12.0
.018 3.71442 20.86823 535.851 27.78721 39.45859 4.379486 5.42377 5.197161 14.3
.018 3.756194 24.45356 620.2195 33.40115 49.18956 4.30093 5.254686 5.534782 15.8
.018 3.605431 18.12009 464.1094 35.52497 44.43941 4.037124 5.103306 4.625466 14.5
.018 3.669152 18.55121 464.0947 60.26876 69.26843 3.696665 4.772949 6.703416 17.6
.036 2.138405 18.10837 464.1348 23.68641 38.62886 2.208656 2.619751 3.216397 6.7
.036 3.280033 18.02803 465.1244 24.24426 34.05324 4.510882 5.534656 4.106527 9.4
.036 3.348142 24.70353 620.2382 39.0955 56.74525 4.336269 5.195003 5.186453 12.0
.036 3.367383 18.3139 465.0778 41.51349 51.24416 4.275407 5.364995 4.956857 11.5
.036 3.388538 18.61091 465.1196 59.234 68.89603 4.062228 5.170971 6.486388 13.2

irconia nanofluids
.002 1.052563 18.4147 463.6993 30.17757 61.00621 0.452303 0.51691 3.951985 5.9
.002 1.973989 18.11652 463.7125 28.4696 44.46611 1.360026 1.693065 4.504671 9.1
.002 3.238005 20.90897 534.5986 31.30535 44.19403 3.211092 4.03379 5.459796 13.7
.002 3.177872 24.58308 620.2432 37.23694 55.14627 3.022197 3.759854 5.601450 14.5
.002 3.141638 18.20885 463.7295 40.20654 50.15454 2.925374 3.77284 5.417549 14.0
.002 3.164751 18.60896 463.7192 63.09067 73.0723 2.736606 3.62162 7.289336 16.1
.005 1.015151 18.44775 463.7133 29.14622 61.32544 0.445873 0.497301 3.782135 5.4
.005 2.06217 18.18333 464.5749 30.09272 45.76818 1.481579 1.846512 4.566293 9.1
.005 3.557445 18.01022 464.5957 28.23168 37.15283 3.942201 5.012364 5.858727 13.3
.005 3.47117 21.13534 539.6111 32.60267 45.068 3.697729 4.633149 5.894043 13.9
.005 3.461399 24.57022 619.1973 39.19982 55.91998 3.552015 4.420837 6.099345 15.1
.005 3.382455 18.2276 464.5565 39.6313 49.13828 3.370069 4.323706 5.467187 14.2
.005 3.471451 18.57643 464.5376 59.91715 69.31236 3.231422 4.241396 7.682759 16.6
.009 2.037224 18.33887 464.5479 38.50456 53.45984 1.73875 2.175113 4.035102 7.9
.009 3.185502 18.18921 466.6289 31.62775 41.16436 3.944558 4.97116 4.028946 10.3
.009 3.242367 18.38691 466.5541 43.27367 52.75307 3.814665 4.880184 4.971594 11.6
.009 3.218808 24.91002 620.2104 50.74531 67.85979 3.708972 4.622206 5.911190 12.8
.009 3.227561 18.67422 466.5752 59.8875 69.43956 3.558802 4.618606 6.315442 13.0
ournal of Heat Transfer
Fig. 9 Viscous pressure losses for water tests
APRIL 2008, Vol. 130 / 042412-5



t
h
a
s
t
i
v
a
t
w
c
w
t
t
e
r

A

t
N
0

0

ween increase in thermal conductivity �determining the desired
eat transfer enhancement� and increase in viscosity �determining
n undesirable increase in pumping power�. A quantitative analy-
is for our alumina/water and zirconia/water nanofluids has shown
hat the ratio of heat transfer rate to pumping power for nanofluids
s lower than for water �19�, because of the dominant effect of the
iscosity rise. This is consistent with Pak and Cho’s conclusion
bout their nanofluids �12�. Future research should be directed
oward selection of nanoparticle materials, shape, and size that
ould boost the thermal conductivity increase and reduce the vis-

osity increase. Nanofluids remain suitable for applications in
hich an increase in pumping power is not of great concern, e.g.,

hermal management of high-power electronics. Also, the poten-
ial for boiling heat transfer enhancement in nanofluids is truly
xciting, as shown by You et al. �20� and confirmed in our labo-
atory �21� among others.

cknowledgment
This work was supported by the Idaho National Laboratory

hrough Grant No. 063, Release 18 and the DOE Innovations in
uclear Infrastructure and Education Grant �DOE-FG07-
2ID14420�.

Fig. 10 Viscous pressure losses for alumina nanofluid tests
Fig. 11 Viscous pressure losses for zirconia nanofluid tests
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Nomenclature
c 	 specific heat, J/kg K

c /a 	 ratio of axes for oblate spheroids
D 	 channel diameter, m
f 	 friction factor
h 	 heat transfer coefficient, W /m2 K
L 	 channel length, m

Nu 	 Nusselt number
P 	 pressure, Pa

Pr 	 Prandtl number
q 	 heat flux, W /m2

Re 	 Reynolds number
T 	 temperature, K
V 	 mean velocity, m/s

Greek
�P 	 pressure loss, Pa

� 	 nanoparticle volumetric fraction
� 	 thermal conductivity, W/m K
� 	 viscosity, Pa s
� 	 density, kg /m3

Subscripts
ave 	 average

b 	 base fluid
heat 	 heated

in 	 inlet
iso 	 isothermal
out 	 outlet

p 	 nanoparticle
w 	 water
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Measurements of Three-
Dimensional Flow in
Microchannel With Complex
Shape by Micro-Digital-
Holographic Particle-Tracking
Velocimetry
High time-resolution flow field measurement in two microchannels with a complex shape
is performed by a micro-digital-holographic particle-tracking velocimetry (micro-
DHPTV). The first microchannel has a Y junction that combines the flow of fluid from two
inlets into one outlet. In this case, two laminar velocity profiles from the inlet regions
merge into one laminar velocity profile. The second microchannel has a convergence
region from where a fluid flows into a divergence region. At this region, two recirculation
regions appear. Consequently, approximately 250 velocity vectors in both cases can be
obtained instantaneously. For a microchannel with the convergence region, the two re-
circulation regions that appear at the divergence point are captured from a three-
dimensional vector field, with which the axes of recircular vortices have some alignment.
The reason why we can observe this phenomenon is that a three-dimensional velocity,
including the depth direction, can be obtained by micro-DHPTV.
�DOI: 10.1115/1.2818783�

Keywords: digital holography, microfluidics, three-dimensional flow, complex flow
Introduction
Noncontact measurement with three-dimensional real time for

ow fluid phenomena in microchannel is important to elucidate a
echanism of heat transfer such as in microreactor, red blood
ow, etc. For example, from a spatial aspect, there are fundamen-

al components such as cells and red blood cells that exist and
unction within regions of the order of submicrometer to submil-
imeter, where the previous micromeasurement techniques could
ddress only the steady state phenomena and that was also limited
o 2D observation �1,2�. Therefore, those techniques cannot be
pplied in the capture of the primary three-dimensional phenom-
na such as blood motion. A micro-digital-holographic particle-
racking velocimetry �micro-DHPTV� method �3,4� has been de-
eloped for high time resolution capable of measuring 3D
nsteady flow at microscale by using a digital hologram tech-
ique. We have already taken high time-resolution measurements
f straight microchannel and pipe flows. In this study, a high
ime-resolution flow field measurement in two microchannels with
omplex shape is performed by the technique mentioned above.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 21, 2007; final manuscript received
uly 6, 2007; published online March 21, 2008. Review conducted by Christopher
ames. Paper presented at the ASME 2006 Energy Nanotechnology International

onference �ENIC2006�, Boston, MA, June 26–28, 2006.
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Both channels are conventional microchannels. The first one has a
Y junction, which combines the flow from two inlet regions to one
outlet region. Here, two laminar velocity profiles from the inlet
regions merge into one laminar velocity profile. The second mi-
crochannel has only one inlet and one outlet, with a convergence
and a divergence region somewhere in the middle part of the
microchannel.

2 Optical Setup
Figure 1 shows an optical setup of our experiment. A high-

resolution digital charge coupled design �CCD� camera �1024
�1024 resolution with 16 �m /pixel� takes fringe images of the
particles using an objective lens �Nikon, 40�, numerical aperture
�NA�=0.55�. The particles are illuminated by a Nd:YLF �yttrium
lithium fluoride� laser �Photonics Industries DS20-527, �
=527 nm�. The laser gives out a pair of pulses at a repetition rate
of 1 kHz with a pulse length of 58 ns and a pulse delay of 100 �s.
This setup records 2000 holograms over a 2 s period to obtain
1000 vector fields. The camera and the laser are synchronized by
a pulse generator unit. The test involves the use of nylon spherical
particles with 1 �m diameter and a specific gravity of 1.05. In this
setup, a syringe pump is used to introduce pressurized water into

the microchannel where a fixed mass flow rate is maintained by

APRIL 2008, Vol. 130 / 042413-108 by ASME
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using a controller. The nylon particles are suspended in the water
and are used to track the flow of water in the microchannel.

Figures 2�a�–2�c� show a schematic illustration of a microchip
that was fabricated in the form of a Y junction between two inlets
and one outlet. The width of the microchannel is 100 �m, and its
depth at the deepest point is 40 �m, as is illustrated by a semicir-
cular cross section in Fig. 2�c�. Water was introduced into the two
inlets by two micropumps. Both flow rates were set to 0.5 ml /h.

Figures 3�a�–3�c� show a schematic illustration of a microchip
that was fabricated in the form of a convergence region between
one inlet and one outlet with a microchannel of 198.8 �m width,
and its depth at the deepest point is 90 �m, as illustrated by a
semicircular cross section in Fig. 3�c�. Both flow rates were set at
4.0 ml /h.

3 Reconstruction Method
Reconstructions of the particle positions from the fringe images

in the x and y directions are done by a fast Fourier transform
�FFT� technique with the Fresnel diffraction equation �4,5�. The
FFT technique was used for the following transform:

„a… microchip, „b… Y junction, and „c… cross

ergence region: „a… microchip, „b… a conver-
Fig. 1 Optical setup
Fig. 2 Schematic of the Y-junction microchip:
section of the microchannel
Fig. 3 Schematic of the microchip with a conv

nel
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I�x,y�G�I,J�e−2�i�Ix+Jy�dxdy = Î�I,J�G�I,J�

here, ��I ,J�, ��x ,y�, and Î�IJ� are the reconstruction image in
ourier space, hologram image, and hologram image in Fourier

ig. 4 Fringe image of the microchannel with a Y junction: „a…
eal image. „b… This image is the deducted background image

rom the real image.

ig. 5 Fringe image of the microchannel with a convergence
egion: „a… Real image. „b… This image is the deducted back-
round image from the real image.
Fig. 7 3D velocity vectors in the m

ournal of Heat Transfer
space, respectively. �I ,J� is a transform function using the Fresnel
approximation and including the reconstructed depth in the Z di-
rection.

The reconstructed depth is determined by the flow channel
depth. In the microchannel with a Y junction, the reconstructed
depth is 40 �m, and in the microchannel with a convergence area,
the reconstruction depths is 90 �m. To achieve a resolution in the
Z direction at approximately 0.2 �m, the microchannel with a Y

Table 1 Uncertainties of the 3D position measurement of the
tracer particle.

Error sources
Bias limit

��m�

Precision
index
��m�

Degrees
of

freedom

Traverse of particles on plate x �0 �0 �30
y �0 �0 �30
z �0.025 �0.05 �30

Reconstruction of hologram x �0.080 �0.040 �30
y �0.067 �0.033 �30
z �0.0059 �0.349 11

Fig. 6 Reconstruction of particles in the microchannel with
the Y junction
icrochannel with the Y junction

APRIL 2008, Vol. 130 / 042413-3
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unction is divided into 200 sections in the Z direction, and the
icrochannel with a convergence area pipe is divided into 445

ections. The locations of the particles along the Z direction were
alculated in terms of the peak of the reconstructed particle dis-
ribution �5�. 3D tracking of the reconstructed particle positions
as performed over two frames as a function of time. Since the
ulse interval was short, the tracking of particles for this interval
as sufficient. The reconstruction and tracking took 65 h for 2000

rames using four processors �AMD Opteron 850, 2.4 GHz�.
A fringe image of particles from the observation region is

hown in Fig. 4�a�. The measurement area is 410�410 �m2 with
100 �m wide microchannel at the Y junction near the center.
he movement of the particle flow is from left to right. It is
elieved that the stationary fringes were from the particles stuck
o the glass side. For noise reduction, an image averaged from
000 images was defined as the background. The image in Fig.
�b� shows the result of subtracting the background image from a
eal image. The same process is done in the microchannel with a
onvergence region �Figs. 5�a� and 5�b�. After the process, 3D
oordinates of particles are reconstructed in each frame. The co-

ig. 8 Reconstruction of particles in the microchannel with a
onvergence region
Fig. 9 3D velocity vectors in the micro

42413-4 / Vol. 130, APRIL 2008
ordinates of a particle are moved by a distance �flow velocity
�mm /s�� time between frames �s��. In the next frame, the moved
coordinates are assumed to be at the center of a circle and where
particles are searched within this region defined by the circle. If
there is one particle in the region, it is judged to be the same
particle as in the previous frame and is used for calculating the
velocity.

If there are two or more particles, no velocities are calculated
because it is impossible to associate particles. These processes are
repeated in each frame, and then mean velocities in 3D coordi-
nates are obtained.

4 Uncertainly Analysis
To obtain the error in the measurement system, uncertainty

analysis using a test target was done �5�. Instead of a microchan-
nel in Fig. 1, a glass plate was used. Nylon spherical particles,
with 1 �m diameter �Duke Scientific 4010A�, were put on the
glass plate. The plate was traversed �moved upward or downward
along the optical axis �z axis� of the setup by a piezo actuator
�Chuo Precision Industrial Co., Ltd, NPS-347-S1� with a reso-
lution of 10 nm. The respective traverse value was detected by a
laser displacement sensor �KEYENCE Japan, LK-G35� with a
resolution of 50 nm.

Starting from the point of best focus, the hologram pictures
were taken at different distances in 1 �m steps. The maximum
distance from the point of the best focus, where the picture was
taken, was 100 �m in either direction. From all these pictures, we
arbitrarily chose 30 particle images. These images were then run
through the computer generated hologram �hereafter called CGH�
program.

Through the reconstruction processing by CGH, the following
parameters were obtained: �a� the change in the z direction where
the light intensity value became the maximum and �b� the amount
of the average movement of the particle.

The uncertainty of this technique was analyzed by using the
result of the amount of the movement of the obtained particle. It
was thought that the error margin of the particle coordinates was
caused when the hologram was reproduced, which had an error
margin of its own. The error margin in this hologram reproduction
operation was caused when the elemental error resources were
channel with a convergence region
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oughly divided among the error margins from the proofreading,
ata collection, and data processing. Moreover, it also traversed
ere as an error margin because of data collection and data pro-
essing

The measurement was in the form of a laminar flow, but be-
ause the interval of time was very short, we disregarded these
actors. However, we did take into consideration the error margins
ecause of a straight line approximation of the movement of the
ow of the tracer particle in the fluid and the tracer particle in
TV. The elemental error resources are summarized in Table 1.
hen each error was integrated and the uncertainty of each ve-

ocity component was obtained for 95% confidence level, then we
ame up with the following calculated values of URSS:

URSS,X = � 1.600 �mm/s�

URSS,Y = � 1.333 �mm/s�

URSS,Z = � 9.916 �mm/s�
The uncertainty becomes 11.03% of the average flow velocity

n the microchannel with a Y junction �the average flow velocity is
9.87 mm /s�, and it becomes 13.42% in the microchannel with a
onvergence region �the average flow velocity is 73.88 mm /s�.

Results and Discussion

5.1 Microchannel With Y Junctions. The hologram image
xcepted from the background image was reconstructed into 200
ections in the Z direction, and it obtained average 291 particles in
he microchannel. 3D particle images in the microchannel with a

junction are shown in Fig. 6. 3D particle tracking was per-
ormed over two frames as a function of time, and approximately
91 velocity vectors were obtained in the full region of the mi-
rochannel �Fig. 7�. The velocity was accelerated at the Y junction
rea. The velocity value at the center region was highest at the
ross section.

5.2 Microchannel With Convergence Region. The holo-
ram image excepted from the background image was recon-
tructed into 445 sections in the Z direction and obtained an av-
rage of 293 particles in the microchannel. 3D particle images in
he microchannel with a convergence region are shown in Fig. 8.
D particle tracking was performed over two frames as a function

ig. 10 Schematic viewgraph of the microchannel with a con-
ergence region: Line A is defined by Z=28.2 �m located from
he upper wall of the microchannel. Line B is defined by Z
39.3 �m located from the upper wall of the microchannel.
ine C is defined by Z=50.4 �m located from the upper wall of

he microchannel.
f time, and approximately 293 velocity vectors were obtained in

ournal of Heat Transfer
the full region of the microchannel �Fig. 9�. The velocity in Fig.
10 was accelerated at the convergence area. The velocity value at
the center region was highest on the crosssection.

To examine a three-dimensional vortex, we introduce a two-
dimensional velocity field at the cross section. Figure 10 shows a
schematic viewgraph of the microchannel with a convergence re-
gion: Line A is defined by Z=28.2 �m located from the upper
wall of the microchannel. Line B is defined by Z=39.3 �m lo-

Fig. 11 Time averaged velocity profile in 2 s calculated at lines
A, B, and C: „a… two-dimensional velocity vectors on line A in
Fig. 10 at the x-y plane, „b… two-dimensional velocity vectors on
line B in Fig. 10 at the x-y plane, and „c… two-dimensional ve-
locity vectors on line C in Fig. 10 at the x-y plane
cated from the upper wall of the microchannel. Line C is defined

APRIL 2008, Vol. 130 / 042413-5
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y Z=50.4 �m located from the upper wall of the microchannel.
igure 11 showing a time averaged velocity profile over a period
f 2 s is calculated at lines A, B, and C: �a� two-dimensional
elocity vectors on line A in Fig. 10 at the x-y plane, �b� two-
imensional velocity vectors on line B in Fig. 10 at the x-y plane,
nd �c� two-dimensional velocity vectors on line C in Fig. 10 at
he x-y plane. Two recirculation regions at divergence point were
aptured from the 2D vector field, with which the axes of recir-
ular vortices have some alignment because the location of the
ortex center slightly shifted toward the wall. The reason why we
an observe this phenomenon is that a three-dimensional velocity,
ncluding the depth direction, can be obtained by micro-DHPTV.
igure 12 shows schematic viewgraph of the microchannel with a
onvergence region: Line A is defined by Y =133.4 �m located
rom the upper side of the observation area. Line B is defined by
=203.8 �m located from the upper side of the observation area.
ine C is defined by Y =304.2 �m located from the upper side of

he observation area. Figure 13 shows a time averaged velocity
rofile in a duration of 2 s calculated at lines A, B, and C: �a�
wo-dimensional velocity vectors on line A in Fig. 12 at the y-z
lane, �b� two-dimensional velocity vectors on line B in Fig. 12 at
he y-z plane, and �c� two-dimensional velocity vectors on line C
n Fig. 12 at the y-z plane. At the channel center in Fig 13�b�, the
ow state is stable; the flow is along the concavity. On the other
and, near the position for the side wall �see Fig. 13�c��, the flow
tate is complicated: the tendency appears strongly at the down-
tream region rather than the upstream one.

Conclusions
The measurement of a microchannel and a micropipe flow is

erformed using a single high-speed camera and a high frequency
ouble pulsed laser by a micro-DHPTV system. One thousand
rames of velocity fields in a microchannel with Y junction and
onvergence region were visualized with a time resolution of
00 �s and repetition rate of 1 kHz in a 3D measurement volume
f 409.6�92 �92 �m3. The system can take 291 vectors from
88 particles per frame reconstructed in the microchannel with Y
unction, and 293 vectors from 762 particles per frame recon-
tructed in the microchannel with a convergence area. For the
icrochannel with the convergence area, two recirculation regions

t divergence point were captured from the 2D vector field, with

ig. 12 Schematic viewgraph of the microchannel with a con-
ergence region: Line A is defined by Y=133.4 �m located
rom the upper side of the observation area. Line B is defined
y Y=203.8 �m located from the upper side of the observation
rea. Line C is defined by Y=304.2 �m located from the upper
ide of the observation area.
hich the axes of recircular vortices have some alignment be-

42413-6 / Vol. 130, APRIL 2008
cause the location of the vortex center slightly shifted toward the
wall. The reason why we can observe this phenomenon is that a
three-dimensional velocity including the depth direction can be
obtained by micro-DHPTV. We intend to investigate the limita-
tions of this technique by studying cells, blood red cells.
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Nomenclature
G � transform function using the Fresnel

approximation
H � hologram image

Ĥ � hologram image in Fourier space
I � division number of the X direction
i � imaginary number
J � division number of the Y direction

N1

Fig. 13 Time averaged velocity profile in two 2 s calculated at
lines A, B, and C: „a… two-dimensional velocity vectors on line
A in Fig. 12 at the y-z plane, „b… two-dimensional velocity vec-
tors on line B in Fig. 12 at the y-z plane, „c… two-dimensional
velocity vectors on line C in Fig. 12 at the y-z plane
� total division number of the X direction
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N2 � total division number of the Y direction

reek
� � reconstruction image in Fourier space
� � wavelength of laser �nm�
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lumina Nanoparticles Enhance
he Flow Boiling Critical Heat Flux
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any studies have shown that addition of nanosized particles to
ater enhances the critical heat flux (CHF) in pool boiling. The

esulting colloidal dispersions are known in the literature as
anofluids. However, for most potential applications of nanofluids
he situation of interest is flow boiling. This technical note pre-
ents first-of-a-kind data for flow boiling CHF in nanofluids. It is
hown that a significant CHF enhancement (up to �30%) can be
chieved with as little as 0.01% by volume concentration of alu-
ina nanoparticles in flow experiments at atmospheric pressure,

ow subcooling ��20°C�, and relatively high mass flux
�1000 kg /m2 s�. �DOI: 10.1115/1.2818787�

eywords: nanofluids, flow boiling, critical heat flux, colloids

Introduction
Nanofluids are colloidal dispersions of solid nanoparticles in a

ase fluid, e.g., water or refrigerant. Many studies have reported
ery significant enhancement of the critical heat flux �CHF� in
ool boiling of nanofluids �1–5�. These observations have gener-
ted considerable interest in nanofluids as potential coolants for
ore compact and efficient thermal management systems. At MIT
e are studying, in collaboration with AREVA, the application of
anofluids to nuclear reactors. However, the situation of interest in
ost of these practical applications is flow boiling, for which no

anofluid data have been reported so far. This technical note
hows for the first time the potential of nanofluids to enhance
HF in flow boiling.

Nanofluids Preparation
We have selected nanofluids with alumina �Al2O3� nanopar-

icles for their colloidal stability and wide use in previous pool
oiling experiments. A concentrated water-based dispersion of
lumina nanoparticles was purchased from Nyacol. The vendor-
pecified concentration was 20% by weight, which we verified
ith thermogravitometric analyses. No abnormal impurities were

ound in the sample, as shown by inductive coupled plasma and
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AL OF HEAT TRANSFER. Manuscript received January 9, 2007; final manuscript re-
eived April 2, 2007; published online March 18, 2008. Review conducted by Satish

. Kandlikar.
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neutron activation analyses. The as-purchased dispersion was then
diluted with de-ionized water to the low concentration of interest
for the CHF experiments, i.e., 0.01% by volume. The size �effec-
tive diameter� of the nanoparticles in the diluted nanofluids was
measured with the dynamic light scattering technique and ranged
from 40 nm to 50 nm. Various parameters relevant to two-phase
heat transfer were also measured including boiling point, surface
tension, thermal conductivity, and viscosity, and were found vir-
tually identical to those of pure water, which was expected for
such dilute nanofluids. All diluted nanofluids used in our experi-
ments were found to be colloidally stable �i.e., did not sediment�
with no surfactant addition or pH control after dilution. More
information on the nanofluids used in this study can be found in
Ref �6�.

3 Description of the Experimental Apparatus
and Procedure

CHF has been measured in the MIT nanofluid flow loop, which
consists essentially of a heated test-section assembly, a cooler, a
pump, and an accumulator. This facility has a design pressure of
1 MPa with a maximum flow rate of about �0.15 kg /s. The loop
is constructed with 25.4 mm outside diameter �o.d.� �1 in.� stain-
less steel tubing. The test section �Fig. 1� consists of a tube made
of stainless steel grade 316 �purchased from All-Stainless Inc.�
with 9.52 mm o.d. �3 /8 in.�, 0.41 mm �0.016 in.� thickness, and
240 mm length, through which the test fluid flows. The tube is
electrically heated using two identical 30 V, 600 A dc power sup-
plies operating in parallel and connected to the tube ends by cop-
per electrodes. The electric power supplied to the test section is
measured with a calibrated voltmeter and ammeter with an uncer-
tainty �2%. With this setup, the heat flux in the test section was
verified to be axially uniform by direct voltage measurement at 12
equidistant voltage taps along the tube length. The heat flux de-
livered to the fluid in the test section q� is calculated as

q� =
VI

�DL
�1�

where V and I are the measured voltage and current, respectively,
and D and L are the test-section inner diameter and length, respec-
tively. Twelve K-type thermocouples �TCs� of nominal uncer-
tainty �1.1°C are clamped to the outer surface of the tube, to
measure the wall temperature. Since these TCs are used to detect
the large temperature excursion associated with CHF, a greater
accuracy is not required. The loop is equipped with a stainless
steel shell-and-tube cooler to reject the heat and control the test-
section inlet subcooling. Pressure is maintained by an accumulator
and regulated nitrogen overpressure. However, for the experi-
ments presented here the pressure was always atmospheric. Also,
the accumulator is used to purge noncondensable gases at the
beginning of each run. The flow rate in the loop is controlled with
a constant-displacement pump �modulated with a variable-
frequency drive�, and measured with a flow meter of ��5%
uncertainty. Two submerged TCs measure the fluid bulk tempera-
tures at the inlet and exit of the test section, respectively.

The experimental procedure is as follows. The loop is filled
with the test fluid and is run at 80°C for 1 h to deaerate. Then, the
desired flow rate is established and a stepwise power escalation is
initiated. Each power step lasts a few minutes until a new steady
state is achieved �Fig. 2�. The flow rate, test-section current and
voltage, pressure, wall, and bulk temperatures are monitored and
recorded at each power step. The heat losses are less than 3% in
this loop, as estimated from the comparison of the electric power
and the heat rate supplied to the fluid in the test section, which is

measured by the bulk temperature TCs:
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here ṁ is the mass flow rate, Te and Ti are the exit and inlet
emperatures, respectively, and cp is the average specific heat of
ater between Ti and Te. Since the heat flux is axially uniform,
HF occurs at the test-section exit and can be detected from the

emperature excursion measured by the TCs near the exit. In other

Fig. 1 The flow loop test section

ig. 2 Wall temperature and heat flux history in a typical CHF

un. Note the rapid temperature excursion at CHF.
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words, the heat flux value at which the wall temperature excursion
occurs is the CHF. The control system automatically shuts down
the power supply as soon as any wall TC detects a runaway tem-
perature excursion. Therefore, the experiment is arrested within
1–2 s of CHF occurrence. The test-section tube typically experi-
ences burnout at the location of CHF �i.e., the exit�, so it has to be
replaced after every run. Prior to its use the inner surface of every
new tube is cleaned with acetone to remove any dust, grease, or
other contaminants that could affect CHF.

4 Results
About a dozen CHF runs were performed, of which half for

water and half for nanofluids, including multiple runs at the same
conditions to ensure repeatability of the results. The exit condi-
tions were subcooled in all runs, so the CHF mechanism of inter-
est here is departure from nucleate boiling. The exit equilibrium
quality xe is calculated as follows:

xe =
cp�Te − Tsat�

hfg
�3�

where Tsat and hfg are the saturation temperature and heat of
evaporation at atmospheric pressure, respectively. The CHF re-
sults are summarized in Fig. 3, where the CHF is displayed as a
function of the exit equilibrium quality for two values of the mass
flux �G�. It can be seen that for a given mass flux the nanofluids
exhibit a higher CHF, i.e., about +10% at G=1000 kg /m2 s and
+30% at G=1500 kg /m2 s, well beyond the estimated experimen-
tal uncertainty. Because in our experiments the inlet subcooling is
held constant, the nanofluids, which have higher CHF, tend to
have also higher exit quality. Since it is well known that CHF
decreases with increasing quality, it is logical to hypothesize that,
for the same exit quality, the nanofluid CHF enhancement would
be even higher than is shown in Fig. 3.

Explaining the CHF enhancement mechanism in nanofluids is
beyond the scope of this technical note; however, it should be
reported that, remarkably, the mode of burnout in the water and
nanofluid runs can be different. Extensive burnout with complete
azimuthal failure always occurs in the water runs �Fig. 4�a��,
while localized burnout with a pinhole-type failure was observed
in several nanofluid runs �Fig. 4�b��. In a previous paper �7�, we
have shown that nucleate boiling of nanofluids causes deposition
of a layer of nanoparticles on the heater surface1, and that such
layer significantly improves the surface wettability. When CHF

1In our laboratory, we ran single-phase convective heat transfer experiments with
electrically heated wires and found no deposition of nanoparticles on the wire sur-

Fig. 3 Measured values of the CHF for water and 0.01% by
volume alumina nanofluid at atmospheric pressure.
face. Therefore, nanoparticle deposition is caused by boiling.
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ccurs, high surface wettability mitigates the propagation of the
ot spot, which could explain why burnout tends to be more lo-
alized in the nanofluid runs than in the water runs.

Finally, the CHF values in our experiments are significantly
ower than those calculated from the 1995 CHF lookup table �8�
or the pressure, quality, and mass flux of interest. We suspect that
his may be due to the onset of a two-phase flow instability in our
est section at the high heat flux. This aspect warrants further
nvestigation. However, given the comparative nature of the
resent study and the identical operating procedures and condi-
ions of the water and nanofluid runs, any offset from the tabu-
ated values should not invalidate the conclusion that nanofluids
xhibit higher CHF than water.

Conclusions
Experiments of subcooled flow boiling at atmospheric pressure

ave revealed that small additions of alumina nanoparticles to
ater can enhance the CHF by as much as 30%. The presence of

he nanoparticles seems to have an effect on the burnout mode,
aking it more localized. A more systematic study of the effect of
ass flux, quality, and nanoparticle concentration on the CHF

nhancement is underway in our laboratory and the results will be
eported in a full paper in the near future.
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generic and material-independent dry route based on electro-
tatic force directed assembly (ESFDA) is used to assemble vari-
us nanoparticles onto multiwalled carbon nanotubes (CNTs).
harged and nonagglomerated aerosol nanocrystals are first pro-
uced using a mini-arc plasma source and then delivered in an
nert carrier gas to electrically biased CNTs. The electric field
ear the CNT is significantly enhanced, and the aerosol nanopar-
icles are attracted to the external surface of CNTs. For the first
ime, CNTs have been sequentially coated with nanoparticles of
ultiple materials to realize the multicomponent coating. High

esolution transmission electron microscopy images show that the
onagglomerated entity of nanoparticles and the crystallinity of
oth nanoparticles and CNTs are preserved during the assembly.
he ESFDA technique enables unique hybrid nanostructures at-

ractive for various energy applications.
DOI: 10.1115/1.2787026�

eywords: carbon nanotubes, nanoparticles, electrostatic force
irected assembly, coating, size selection, fuel cells, solar cells

ntroduction
Energy has become the most important problem facing human-

ty �1�. Nanoscience and nanotechnology are promising in intro-
ucing scientific breakthroughs and revolutionary developments
or addressing the grand energy challenge �2�. Nanoparticles with
izes between 1 nm and 100 nm have attracted considerable inter-
st because of their unique electronic, optical, magnetic, mechani-
al, and chemical properties �3,4�. The discovery of carbon nano-
ubes �CNTs� �5,6� has generated unprecedented large-scale
esearch activities in nanotechnology. CNTs coated with nanopar-
icles form a new class of hybrid nanomaterials that could poten-
ially display both the unique properties of nanoparticles �7,8� and
hose of nanotubes �9–11�. These hybrid nanomaterials have re-
ently been shown to be promising for various energy applications
ncluding solar cells �12,13�, fuel cells �14,15�, Li-ion batteries
16�, and hydrogen storage �17,18�.

In fuel cells, the catalytic activity of catalyst nanoparticles for
he electro-oxidation of fuel molecules depends on the size of
anoparticles �19�, the type of catalyst support �20�, and the
ethod of catalyst preparation �21�. CNTs are considered as
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strong candidates for catalyst support because of their high
surface-to-volume ratio, stability, and unique mechanical proper-
ties �22–24�. Nanoparticles with uniform size loaded onto CNTs
have been proven effective for catalyzing redox reactions �25�.
CNTs coated with nanoparticles of CdSe and CdS have been dem-
onstrated for potential solar cell applications �12,13�, in which
semiconductor nanocrystals are photoreceptors and CNTs are in-
terconnects for conducting electrons from the photoexcitation of
the semiconductor nanocrystals. Finally, metal catalyst nanopar-
ticles dispersed onto CNTs can be used for hydrogen storage
�17,18�.

Various methods have been developed to obtain nanoparticle-
CNT hybrid structures. Popular wet-chemistry methods typically
consist of two steps in solutions—chemical prefunctionalization
of the CNT surface followed by the attachment of nanoparticles
onto CNTs via covalent �26�, noncovalent �27�, or electrostatic
�28,29� interactions. Only single-component nanoparticles have
been assembled onto CNTs using wet-chemistry methods. Our
group has recently developed a convenient, efficient, and material-
independent dry route to coat both multiwalled CNTs �MWCNTs�
and single-walled CNTs �SWCNTs� with aerosol nanoparticles
based on electrostatic force directed assembly �ESFDA� �30�. We
have previously reported the successful assembly of single-
component Ag and SnO2 nanoparticles onto CNTs. Here, we dem-
onstrate that this generic method can be used to coat the same
CNT with multicomponent nanocrystals �Ag and SnO2�, which
offers new opportunities to tailor properties of product hybrid
nanostructures.

Experimental Method
Aerosol nanoparticles were generated through physical vapor-

ization of solid precursor materials using a mini-arc plasma source
sustained between a tungsten cathode and a graphite anode �31�.
High purity metal wires �gold, silver, and tin� used for precursors
were purchased from ESPI. To produce oxide nanoparticles, an
additional air flow was mixed with the metallic nanoparticle flow
at the exit of the mini-arc plasma reactor. Most nanoparticles as
prepared were nonagglomerated and crystalline. Typical sizes of
nanoparticles ranged from a few to tens of nanometers. A fraction
of as-prepared nanoparticles were charged possibly by the arc
plasma or through thermionic emission of electrons from the par-
ticle surface �32�.

The product nanoparticles were carried by an inert carrier gas
�Ar /N2� and delivered into an electrode gap to form a stagnation
flow. One of the electrodes was the grounded metal tubing that
introduced the nanoaerosol. The other electrode was a dc-biased
�−2 kV� copper grid dispersed with MWCNTs purchased from
Alfa Aesar �30�. A 2 mm electrode gap was maintained by a
precision-machined ceramic spacer. The electric field near CNTs
was significantly enhanced due to their small diameters, and
charged aerosol nanoparticles were attracted to the external sur-
face of CNTs. The ESFDA was accomplished at room temperature
and 1 atm pressure with a typical assembly time of 3–10 min. To
produce multicomponent nanoparticle-CNT hybrid structures, the
same CNTs were coated sequentially with one nanoparticle mate-
rial at a time.

A Hitachi H 9000 NAR transmission electron microscope
�TEM� was used to analyze the resulted nanoparticle-CNT hybrid
nanostructures. The TEM has a point resolution of 0.18 nm at
300 kV in the phase contrast high resolution TEM �HRTEM� im-
aging mode. Both low-magnification bright field �BF� TEM and
HRTEM images were obtained for each sample.

Results and Discussion
The successful assembly of nanoparticles onto CNTs is con-

firmed by low-magnification TEM and HRTEM images. As a
comparison, Fig. 1�a� shows the TEM image of MWCNTs before

assembly with a diameter of about 20–40 nm and a length of
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everal micrometers. It is obvious that the MWCNT surface is
ery smooth, which can be further confirmed by the correspond-
ng HRTEM image shown in Fig. 1�b�.

Nanoparticles of Au have been coated onto individual
WCNTs to form single-component nanoparticle-CNT hybrid

tructures. Figure 1�c� shows MWCNTs coated with small Au
anocrystals, which have been demonstrated with high catalytic
ctivity �33� and are hence attractive for catalysis applications, for
xample, in fuel cells. It is difficult to discern Au nanocrystals on
WCNTs due to their very small sizes. However, CNT surfaces

overed with gold nanocrytals are much rougher than those before
ssembly �Fig. 1�a��. The HRTEM image shown in Fig. 1�d� con-
rms the presence of localized gold nanocrystals with sizes
round 1–2 nm. The lattice fringes of 0.23 nm and 0.20 nm of
old correspond to �111� and �200� crystal planes, respectively. In
rinciple, uncapped metal nanoparticles tend to agglomerate even
t room temperature. The nonagglomerated entity of nanoparticles
reserved during the assembly is likely attributed to the predomi-
ant unipolar charges carried by these nanoparticles before reach-
ng CNTs. The unipolar charges effectively prevent the nanopar-
icles from agglomeration.

Most importantly, the ESFDA technique provides a unique op-
ortunity to assemble multicomponent nanoparticles onto CNTs,
hich is quite difficult to realize using the wet-chemistry method.
s an example, MWCNTs have been sequentially coated with

emiconductor SnO2 and metallic Ag nanocrystals, in which Ag
anoparticles have been shown to catalyze the gas sensing process
f SnO2 nanoparticles �34�. Figure 2�a� shows the TEM image of
he double-component nanoparticle-coated MWCNTs. The unifor-

ity of the nanoparticle coverage is not as good as that in the
ingle-component nanoparticle-CNT sample. The HRTEM image
n Fig. 2�b� provides more detailed information of the interesting
ybrid structure. The lattice fringes of Ag and SnO2 nanocrystals
re simultaneously seen on the same MWCNT. The lattice fringe
f 0.23 nm corresponds to the �111� plane of Ag nanoparticles.
attice fringes of 0.33 nm and 0.26 nm correspond to �110� and

101� planes of rutile SnO2 nanoparticles, with the zone axis of a
nO2 nanoparticle identified as �111�.
The capability to coat the same CNT with multicomponent

anoparticles is attractive for energy applications. Catalytic sys-

ig. 1 Low-magnification TEM and HRTEM images of „„a… and
b…… MWCNTs before assembly and „„c… and „d…… MWCNTs
oated with Au nanoparticles
ems of current interest generally involve alloys or intermetallic

44502-2 / Vol. 130, APRIL 2008
compounds composed of Pt, Au, or Ag and a post-transition metal
Sn, Bi, or Pb �35�. Therefore, the ESFDA technique can be used to
produce nanocatalysts of multiple materials supported on CNTs
for fuel cells and hydrogen storage. Semiconductor nanoparticles
with varying energy band gaps assembled onto CNTs can expand
the absorption bandwidth and hence increase the efficiency of
solar cells. A solar cell that can absorb the full solar spectrum may
be fabricated by coating the same CNTs with nanocrystals of vari-
ous materials and sizes.

Nanoparticle sizes are critical to all applications discussed
above. The optimum Au particle size in a catalyst system is
around 3 nm �36�. The nanoparticle size in solar cells can be used
to tailor the energy band gap of the nanoparticle material. An
important feature of the ESFDA technique is its intrinsic nanopar-
ticle size selection through the electrical mobility of nanoparticles,
which results in a smaller mean size and a narrower distribution of
nanoparticles on CNTs �30�. The electrical mobility of nanopar-
ticles increases with reducing particle size, assuming that all par-
ticles carry the same number of elementary charges. Only smaller
nanoparticles with sufficient electrical mobility can be assembled
onto CNTs for a given electric field strength and flow residence
time. Larger nanoparticles with smaller electrical mobility remain
in the stagnation flow and are carried away by the flow. The size
selection mechanism also suggests that the ESFDA technique can
control the final nanoparticle size distribution on CNTs through
electric field and flow residence time.

The binding mechanism between nanoparticles and nanotubes
is critical to the properties of the hybrid nanostructures. It is well
known that some transition metals may chemically bond to carbon

Fig. 2 MWCNTs coated with both Ag and SnO2 nanocrystals:
„a… low-magnification TEM image and „b… HRTEM image
atoms due to their unfilled d orbitals. Since Au and Ag atoms have

Transactions of the ASME



n
a
a
t
a
t
n
c
d
b
n

C

p
�
e
o
b
a
a
E
t
t
b
f

A

a
a
N
F
l
P
P

R

J

o d vacancy orbitals, they have very weak affinity with carbon
toms �37�. As a result, Ag and Au nanoparticles are most likely
ttached to CNTs through the van der Waals force instead of
hrough chemical bonds �38�, considering the room-temperature
ssembly process in the inert carrier gas. The unique properties of
he catalyst nanoparticles and CNTs should be preserved with the
oncovalent coating, which is very important for catalysis appli-
ations. For tin oxide nanoparticles, the situation may be different
ue to the ubiquitous bonding between C and O. Experiments are
eing carried out to unveil the attachment mechanism for various
anoparticles.

onclusions
The ESFDA process provides a unique route to assemble nano-

articles onto CNTs. In particular, interesting multicomponent
Ag and SnO2� nanocrystal-CNT hybrid structures, which are oth-
rwise difficult to realize with wet-chemistry methods, have been
btained using this new route. The uniform coating of CNTs has
een confirmed with low-magnification TEM and HRTEM im-
ges. The unique intrinsic size selection during the assembly en-
bles a fine tuning of the properties of hybrid nanostructures. The
SFDA technique can be used to coat CNTs with small nanopar-

icles of a narrow size distribution desirable for energy applica-
ions. Since the method is generic and material independent, hy-
rid nanostructures with arbitrary composition can be produced
or intended applications.
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he potential of converting heat energy into electrical energy us-
ng a previously reported waveguide-ballistic device is presented.
he interactions between incident electromagnetic waves and free
lectrons in a metal waveguide are analyzed with respect to their
ransport through a high-frequency ballistic rectifier using finite
lement method simulation. It was determined that the resulting
onversion efficiency to a dc potential is approximately 6%, yield-
ng a power density on the order of 30 W /m2.
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eywords: thermoelectric conversion, ballistic rectification

Introduction
A rough framework for the development of a thermal energy

onversion device was previously presented in Refs. �1,2�. The
evice was based on the premise that radiated heat energy �low
nfrared� could be coupled into a metal waveguide and the result-
ng surface currents on the walls of the guide be rectified to pro-
ide a dc potential voltage. In this work, the same structure is
nalyzed in more detail to determine whether it is genuinely real-
zable, particularly at higher temperatures around 400–500°C.
his choice of temperature range is based on the need expressed
y the automotive industry for energy recovery in vehicle exhaust
ystems. For such an application, this work considers in more
etail the characteristics of the thermal energy, the construction of
he waveguides, the field distributions within the guides, the op-
ration of the rectifiers, and the overall efficiency of the conver-
ion process.

Background
A body at 723 K is assumed as the primary source of energy for

onversion, whose maximum emissive power occurs at 4.0 �m
74.9 THz� when it is resting in air/vacuum, and whose total emit-
ed power density is 15,493 W /m2. It is also assumed for the sake
f simplicity that the temperatures of the environment and of the
onverter itself have reached static equilibriums at 27°C. Since
he waveguide of the energy converter is sized to operate at a
pecified frequency, one must only consider the power emitted
ver a certain spectral bandwidth. It is known from simulation
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that the converter bandwidth is approximately 30 THz and as
such, the energy source under consideration will radiate
3984 W /m2 of power convertible by the waveguide-ballistic de-
vice.

2.1 Waveguide Interaction. It is well known that electro-
magnetic radiation propagating in a metal waveguide induces cur-
rents on the surfaces of its walls. The principle behind the thermal
energy converter as explained in Refs. �1,2� is to rectify these ac
currents into a dc potential. As such, one must consider the effects
of partitioning the guide walls for the insertion of the rectification
devices. Essentially, one of the walls must be modified to force
the surface currents into the rectifier. This modification to the wall
structure of the guide is considered in this work with respect to the
effect it has on the field distribution, and hence the surface current
distribution within the guide itself.

2.2 Ballistic Rectification. Of the hurdles to overcome in de-
veloping the proposed device, one of the most challenging is the
construction of an electrical rectifier operating at such high fre-
quencies. To this end, ballistic electron transport is considered as
a solution where the carrier distance traveled is less than the car-
rier scattering length. At this scale, traditional notions of device
physics must be reconsidered. In a ballistic rectifier, the channel
structure is defined as shown in Fig. 1 where the dark areas are
etched away and the light area is a 2D electron gas. The central
triangular antidot creates an asymmetry between the top and bot-
tom half of the device resulting in a nonlinear response yielding
rectification. Simply stated, any carriers entering the channel from
S or D will be deflected toward L resulting in a potential differ-
ence between U and L �3�.

The transmission coefficient of carriers into the device is
mainly a function of the carrier ejection angle. Carriers ejected
from S at a small angle �relative to the channel conduction axis�
will deflect into the lower channel L, while carriers ejected with a
larger angle will simply move into the upper channel U. It is
reasonable to suggest that the ejection angle will be a function of
the current, Is or Id, into the rectifier. A larger current effectively
prevents dispersion of the projection beam around the antidot due
to the higher carrier velocity. The four terminal resistance of such
a structure is derived in Refs. �3–6� as in Eqs. �1�–�3�.

RSD,LU =
VLU

ISD
= � h

2e2Dt
��TS→L�Is�TU→D�IU� − TL→D�IL�TS→U�IS��

�1�

Dt = NSD
2 �NLU�1 −

Wt

WLU
� −

1

2
NSD�1 − sin �0�2� �2�

Wt 	 2
3WLU �3�

It is assumed that IL= IU=0, NSD is the number of propagating
modes in the S and D channels of width WSD, and wave number
kF, and NSD=kFWSD /�. Similar expressions apply for NLU. �0 is
the angle relative to the channel at which the probability of an
electron deflecting into L or U is 50%. This angle is typically � /4
and is based solely on physical geometry. The efficiency when ISD
is small is then approximately equal to Eq. �4�.

VLU

ISD
	 −

h

e2

3�

4eEFNSD

sin 2�0ISD

2NLU − 3NSD�1 − sin �0�2 �4�

From this result, two important observations must be noted. The
first is that the effective efficiency of the rectifier can be altered by
geometrical means as expressed by the dependence on �0. Thus,
an optimal geometry can be created to increase efficiency. The
second is that the efficiency is also dependent on the current
through the device. This is a peculiar phenomenon related to the
coherence of the injected carriers, but directly implies that a larger

current results in a higher efficiency. The proposed converter must
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herefore be designed to maximize the current injected into each
ectifier along the waveguide wall. This will yield the greatest
oltage across the rectifier as specified by the four terminal resis-
ance in Eq. �1� and, in turn, increase the overall power efficiency
f the converter.

Simulation Model
A simplified converter structure is shown in Fig. 2 as a series of

tacked waveguides, each one composed of three metal walls and
ne InGaAs / InP wall containing the fabricated rectifier structure.
he stacked guides form a thin sheet that would then be posi-

ioned normal to the radiating body.
To begin characterizing the potential effectiveness of the ther-
al energy converter, a 3D model was created to demonstrate the

peration of the rectifiers in a single waveguide. Using FEMLAB, a
uide was modeled and geometric partitions were added in the
alls at the theoretically calculated locations of maximal current
ensity. Example partition structures are shown in Fig. 3, where
he shaded areas represent deposited metal on the rectifier sub-
trate forming one wall of the guide. Since the rectifiers them-
elves are fabricated using semiconductor heterostructures, it is

Fig. 1 Simplified ballistic rectifier structure
Fig. 2 Simplified energy converter structure

44503-2 / Vol. 130, APRIL 2008
assumed that they will only be inserted into one wall of the wave-
guide, and the other three walls will be of the standard metal type.

The modified wall partitions serve as the locations for rectifier
insertion and are also shown in Fig. 4 where the resulting field
distribution is shown from simulation with and without rectifying
structures.

Two important results are immediately apparent. The first is
that the device is still guiding in both cases, even with the modi-
fied wall geometry. The second is that the field in Fig. 4�b� has
been compressed along the axis of the guide such that the parti-
tions no longer coincide with the current density extrema. This

Fig. 3 Example guide wall partitions

Fig. 4 Simulated field distributions demonstrating the com-

pression that results from rectifier insertion

Transactions of the ASME
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mplies that for a maximally efficient energy converter, the recti-
er partitions should be relocated to positions of high current
ensity, since the efficiency of the rectifiers increases with the
urrent through them, as shown in Eq. �4�. The solution can be
xpressed as a ratio of the spacing based on an ideal field distri-
ution to the spacing based on a distorted field distribution, and is
enceforth referred to as the “compression factor” for the guide.

The rectifiers themselves are modeled as the small square in the
iddle of the partitions in Fig. 3. For simulation purposes, they

re represented as an equivalent circuit impeding the current flow
long the guide wall. Such a circuit was determined in Refs. �7,8�
y analyzing the step response of a ballistic rectifier using a
onte Carlo simulator. In that work, the rectifier channel is based

n an AlInAs / InGaAs structure 100 nm wide�250 nm long at
00 K. The resulting equivalent circuit is a series RL network,
here R=1.36�10−3 � m and L=3.29�10−17 H m. As the fea-

ure size of the guide is decreased, L will also decrease and the
utoff frequency will increase. In addition, due to the limited
umber of modes in the channel, conductance saturation will be-
in to play a critical role �9�. Thus, the limiting factor in the
ectifier operation for the proposed converter application is mainly
eature size. Without developing a Monte Carlo or other simulator
o determine the equivalent values at 74.9 THz, it must be as-
umed that the contact resistance remains constant while the in-
uctance decreases linearly when scaled. The equivalent imped-
nce at 74.9 THz is then approximately 7.9 k �.

Optimization Algorithm
Two variables were considered when generating the maximally

fficient converter: the number of rectifiers in the guide and the
pacing between them �compression factor�. By simulating guides
ith different numbers of rectifiers, the resulting average electri-

al current density was determined, as shown in Fig. 5.
This result suggests an almost linear dependence of rectifier

urrent on the number of rectifiers in the guide. This does not,
owever, consider the relationship between rectifier placement
nd field distortion. To properly maximize efficiency, each guide
n the simulation should be adjusted by means of the compression
actor to maximize the average current density in each rectifier
lement separately. An iterative algorithm was used to generate
any guides, each with a different number of rectifiers and each
ith a compression factor that maximizes its respective average

ectifier current density. Each guide was then evaluated for current

ig. 5 Relation between average rectifier current density and
otal number of rectifiers
ensity to determine an optimal design.

ournal of Heat Transfer
5 Results
By using the aforementioned algorithm to determine the aver-

age current and power through the rectifiers when maximized for
their compression factor, an optimized guide structure was deter-
mined. Shown in Fig. 6, the results indicate that the optimal num-
ber of rectifiers is approximately 10–17. This will yield the high-
est rectifier efficiency as specified by the four terminal resistance
equation. The compression factor for this range was approxi-
mately 80%. This implies that having the rectifiers close together
improves the phase dependence, and limiting the total number of
rectifiers forces more current into each one.

Using the optimized guide structure, the average power was
then measured for different incident frequencies to determine the
effective bandwidth of the converter based on a falloff factor of
2−1/2. The result is shown in Fig. 7, and the resulting bandwidth of
30 THz was used in determining the total fraction of thermal en-
ergy “convertible” by the guide.

As a visual example of the conversion process, an optimized
guide was simulated with 15 optimally compressed rectifiers in-
side. Figure 8 shows the current density inside the guide and Fig.
9 shows the power available to each rectifier along the length of
the guide. The majority of the conversion process occurs within
the first four rectifiers, which helps to mitigate interference and
reemission effects.

Table 1 presents the results for the optimized converter operat-
ing with a source body at 450°C. As stated before, it is assumed
that the body will radiate 15,034 W /m2 of thermal energy but that
only a fraction �3984 W /m2� of that energy can be coupled into
the guide based on the conversion bandwidth. Through simulation
incorporating guide losses and geometry, the power available to
the rectifiers for conversion was determined. Using a previously
determined rectifier conversion efficiency of 14%, the power area
density of the converter can be calculated with a guide opening
area of 2.5�1.25 �m=3.125 �m2 �1,2�.

Since the radiant energy will contain waves of all frequencies
and polarizations, one cannot assume that all 3984 W /m2 in the
converter bandwidth will be coupled into the guide. If one as-
sumes a material emissivity of 1

2 , and a simplified polarization
distribution where 1

4 of the radiated photons are TE mode, then
only 498 W /m2 will be available for conversion. This value will
be further reduced when considering coupling mismatches. Simu-
lations for various incident densities are shown in Table 1, and the
converter linearly converts approximately 6% of any energy avail-
able. This is comparable to many other thermoelectric based con-
verters �10�. As an estimate, it is reasonable to predict a conver-
sion power density on the order of 250 W /m2 for the ideal case

2

Fig. 6 Results from electrical current optimization
but closer to 30 W /m for a realistic application.

APRIL 2008, Vol. 130 / 044503-3



Fig. 9 Power per rectifier along the length of the guide
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6 Conclusions
The simulated power area density recovered by the converter in

this work is significantly lower than previously suspected �1,2�.
This is due to several factors including modeling accuracy and
simplifying assumptions. Parasitic effects surrounding the thermal
properties of the system materials and mechanisms should also be
considered, especially with respect to the scale of the proposed
device �11�. The overall efficiency of the device, however, is not
necessarily a function of conversion capability. It was proposed in
Ref. �10� that capturing only 10% of the waste energy in automo-
tive systems would result in a 20% increase in fuel efficiency. The
fundamental question is therefore one of economy—is the cost in
fabrication and implementation worth the return? The answer to
this can only be ascertained with further investigation into con-
struction techniques, rectifier mass production, material cost, etc.
In conclusion, the results in this work have demonstrated with
greater accuracy the theoretical operation of the energy converter
along with several merits and downfalls, but much research is still
required to determine its practical applications.
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